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Abstract

To achieve robustness, a decision criterion that recently has been
widely adopted is Wald�s minimax, after Gilboa and Schmeidler (1989)
showed that (one generalisation of) it can be given an axiomatic foun-
dation with a behavioural interpretation. Yet minimax has known
drawbacks. A better alternative is Savage�s minimax regret, recently
axiomatized by Stoye (2006). A related alternative is relative mini-
max, known as competitive ratio in the computer science literature,
which is appealingly unit free. This paper provides an axiomatisation
with behavioural content for relative minimax.
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1 Introduction

The interest in robust control techniques has recently been on the rise. Con-

fronted with a considerable amount of uncertainty concerning the correct

speci�cation of the model representing the economy and the parameters of

any given speci�cation, economists and policy makers seem to �nd increas-

ing appeal in the notion that choices (policy choices, but also microeconomic

choices like for example pricing decisions) should be robust, meaning that

their consequences should remain relatively good irrespective of the model of

the economy that turns out to be the best approximation of reality.

The want for robustness has been met in di¤erent ways. A natural tack

is provided by the standard approach to decision under uncertainty: spec-

ify a prior probability distribution over a set of alternative representations

of economic reality (models) and �nd the policy whose expected utility is

maximal; a �at (uniform) prior over the models is sometimes adopted in this

context, to capture the state of high uncertainty under which the choice is

made (see for example Levin, Wieland and Williams, 2003, or Onatski and

Williams, 2003). However, a skepticism on the possibility to express a prior

over the alternative models (often justi�ed invoking a notion of �Knightian

uncertainty�, whereby certain events would not be amenable to a probabilis-

tic assessment) has led many studies to focus on decision criteria that do

not require the use of prior probabilities. In particular, the decision crite-

rion that is often adopted is Wald�s minimax (Wald, 1950), which selects

the policy whose minimal utility across states of the world (here, models) is

maximal.1 Indeed, most of the recent papers (see Hansen and Sargent, 2001,

Onatski and Williams, 2003, or Giannoni, 2002) justify the decision crite-

rion adopted with reference to a generalisation of Wald�s original approach,

provided by Gilboa and Schmeidler (1989; GS); in the latter paper a set of

1Strictly speaking, the decision criterion as described in the text should be called max-
imin, while Wald�s formulation requires to minimise the maximum of the negative utility.
This terminologic distinction will be ignored in the following.
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priors is allowed, and the choice is that which maximises the expected utility

taken with respect to the �least favourable prior�. GS �maxmin expected

utility�reduces to standard minimax if the set of priors is large enough (in

particular when it includes the degenerate priors that put all the probability

mass on each single state), and therefore makes in practice little di¤erence as

to the selection of the putative robust policy. It has however the distinctive

advantage of an explicit axiomatic foundation.

Yet, there are circumstances in which neither minimax nor its GS gener-

alisation provide a satisfactory decision criterion. Consider a simple example

in which there are only two possible actions and two states of the world:

action 1, yielding a utility of 1 in state 1 and of 10 in state 2, and action 2

yielding a utility of 0.99 in state 1 and of 40 in state 2 (see Table 1).

Table 1 (utiles)

state 1 state 2
action 1 1 10
action 2 0.99 40

The minimax solution is clearly action 1 (whether or not randomisation

between the two actions, or mixing, is allowed). To compute GS maxmin ex-

pected utility, consider a set of probability distributions over the two states,

which in this case is represented by the set P = f(p; 1� p)j0 � p � p � p �
1g, for some values p and p, where p represents the probability of state 1. The
two parameters p and p capture the degree of uncertainty that characterizes

the problem; a condition of Knightian uncertainty is probably best inter-

preted as corresponding to the largest possible set of priors, leading to the

natural boundaries p = 0 and p = 1. Whatever the values of the boundaries,

it is easily veri�ed that the lowest expected utility of each action is achieved

for p = p. If p is close enough to 1 (in particular, if p > 3000
3001

) then the action
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that maximises the minimal expected utility is again action 1 (randomisation

is never optimal with maxmin expected utility).

There is something unsatisfactory about action 1 being chosen. While its

lowest utility is indeed largest, it obtains in one state where the best that can

be achieved is only marginally better than the alternative, but yields a utility

of 10 in a state in which a much better outcome could be achieved. This latter

feature is totally neglected by the minimax criterion, that only focuses on the

lowest utility, and is given little weight by maxmin expected utility, at least

as long as the assumption of Knightian uncertainty is interpreted as leading

to a large enough set of priors.

The problem with these decision criteria, in the case at hand, is how-

ever deeper than that. It can be shown that they are insensitive (totally,

in the case of minimax; almost completely, for maxmin expected utility) to

the availability of information concerning the state, no matter how precise

(as long as it is not perfect). This point, with reference to minimax, was

originally made by Savage (1954). Imagine that, in the above example, it

is available, free of charge, a noisy signal of the state: if state 1 (2) is true,

the signal says so with probability q (h), and these probabilities are known

to the decision maker, who can select action 1 or 2 depending on the signal

(obviously, action 1 if the signal suggests that state 1 is true, action 2 oth-

erwhise).2 This new action, call it action 3, has (expected) utility equal to

0:99 + 0:01q in state 1, 10 + 30h in state 2. It can easily be checked that

minimax will never select action 3, however large are h or q (as long as they

are less than 1), and that it will always select action 1 (irrespective to the

possibility of randomisation), being thus totally una¤ected by the availability

of the signal. This is clearly a serious drawback (one that makes minimax,

according to Savage (1954), �utterly untenable for statistics�). As to maxmin

2For de�nitiveness, assume that h and q are at least 0:5, i.e. that the signal is positively
correlated with the state; otherwise, it would be rational to de�ne action 3 as dictating
action 1 if the signal suggests that state 2 is true, and action 2 if the signal suggest that
state 1 is true, and the results in the text would still go through.
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expected utility, a little algebra su¢ ces to show that action 1 would always

be chosen if p = 1, neglecting altogether the signal independently of its pre-

cision (as long as h or q are less than 1).3 There are thus circumstances in

which GS decision criterion is insensitive to the availability of (noisy but very

precise) information about the state. Similarly to what claimed for standard

minimax, this seems a serious drawback.

These di¢ culties arise whenever, across all actions, the largest utility in

one state is smaller than the smallest utility in the other state.4 Technically,

this implies that to identify the minimax action only the utilities in the �low�

state needs to be compared (no randomisation is ever required); hence, the

availability of a new action that exploits the signal (whose utilities in each

state are convex combinations of the original utilities in the same state)

would make no di¤erence. A similar story holds for maxmin expected utility,

as long as the set of priors includes a weight on the �low�state close enough

to 1.

In intuitive terms, these two decision criteria run into problems since

they make no (or very little) di¤erence as to whether a given low utility

is obtained in one state in which all utilities (associated to all available

actions) tend to be small, or rather in one state where utilities associated to

some other actions are large. The problem would not occur if the utilities

were �normalised�in each state, on the basis of the largest utility that could

be achieved in that state. This corresponds to interpret a putative robust

action as one that should not lead in any state to too large a departure from

the best. To put it di¤erently, robustness seems best interpreted as a relative

concept: a robust action is one that never does too badly, relative to the best

3It should be aknowledged that in this case action 3 might be chosen if p is
allowed to be strictly smaller than 1, and in particular if it falls in the interval
[ 30(1�h)
30(1�h)+0:01q ;

30h
30h+0:01(1�q) ]. At any rate, provided that h and q are smaller than 1,

this interval is very narrow: for example, for h and q not larger than 0:95, its length is at
most 0:006.

4Puppe and Schlag (2006) show that when there is no overlap among the consequences
of the various actions in di¤erent states the axioms provided by Milnor (1954) for minimax
and minimax regret no longer su¢ ce to characterize these decision criteria.
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that could be done.

To achieve this, divide the utilities of all actions in a given state by the

state-dependent largest utility, and apply the minimax criterion to the �rel-

ative utility� thus obtained, i.e. select the action whose smallest �relative

utility�is maximal. In Table 2 the original problem is transformed by divid-

ing the entries in each column of Table 1 by the maximum of the column.

Table 2 (utiles/max(utiles))

state 1 state 2
action 1 1 0.25
action 2 0.99 1

Applying the minimax criterion to the transformed problem in Table

2 leads to action 2, if no mixing is allowed (or, in case of mixing, to a

mixture that gives probability 1
76
to action 1 and 75

76
to action 2). This

seems a more sensible choice. If a signal about the state were available, as

before, action 3 would be chosen, alone (if 0:99 + 0:01q � 0:25 + 0:75h) or

as a part of a mixture (if 0:99 + 0:01q > 0:25 + 0:75h, in which case action

3 would be chosen with probability 0:01
0:01q+0:75(1�h) , and action 2 otherwise).

Therefore, the choice would not neglect the availability of information about

the states. This decision criterion, known in the computer science literature

as competitive ratio, will be called in this paper relative minimax (to avoid

the possible confusion resulting from the term competitive, which in the

economic literature has a di¤erent meaning). There is a tight connection

between relative minimax and the so called minimax regret, which will be

further discussed in the next Section. Both decision criteria introduce a

normalisation based on the state-dependent largest utility, and in this way

they implicitly take into account the fact that the same level of utility in

di¤erent states might mean something di¤erent. Even with minimax regret

the choice would be a¤ected by the availability of information about the

states. It is interesting that the notion of a state-dependent best option
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providing a benchmark against which to assess the available choices is starting

(?) to attract attention in the literature on behavioural �nance [quotes;

complete].

However, relative minimax lacks so far an axiomatic foundation with an

explicit behavioural interpretation, like that provided by Gilboa and Schmei-

dler (1989) for minimax; Stoye (2006) presents axiomatic foundations for

minimax regret (see the following Section for a brief discussion). This paper

�lls the gap, by presenting a set of axioms concerning the preferences of an

agent that rigorously justify the adoption of relative minimax as a decision

criterion. In particular, the axioms will be seen to imply the existence of a

utility function that, in each state, assigns a real value to the consequences

of each action, unique up to a positive a¢ ne transformation, such that one

action is preferred to another if and only if the smallest �standardised rela-

tive utility�of the �rst is larger than that of the second. The standardised

relative utility in each state, whose precise de�nition will be given in Section

5, is always in [0; 1], and is invariant to any positive a¢ ne transformation of

the utility. Moreover, an a¢ ne transformation of the utility can be chosen

that makes the standardised relative utility coincide with the normalisation

appearing in the relative minimax.

In the next Section a brief discussion of related work will be presented. In

Section 3 a motivating example, taken from Altissimo, Siviero and Terlizzese

(2005), will be shown. In Section 4 the axioms will be introduced, and in

Section 5 the representation theorem will be proved (all proofs are collected

in the Appendix). Section 6 brie�y concludes.

2 Related work

What is known in the literature as (Savage�s) minimax regret is the interpre-

tation that Savage (1954) gave of Wald�s (1950) original formulation of the

minimax criterion. Indeed, Savage attributed to Wald the idea to minimise

the maximal di¤erence from the highest achievable utility in each state of the
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world, a di¤erence that became known with the term �regret�(Savage himself

called it �loss�, and objected to the use of the term regret, but the latter be-

came nevertheless entrenched). From a practical point of view, the di¤erence

between relative minimax and minimax regret is that the latter considers the

di¤erence with the utility of the best (state contingent) consequence, while

the former considers the ratio. In terms of the example presented before, the

minimax regret criterion would lead to consider the following transformation

of Table 1, where the entries are the di¤erence between the column maximum

and the original value:

Table 3 (max(utiles) � utiles)

state 1 state 2
action 1 0 30
action 2 0.01 0

The largest regret of action 1 is 30, while the largest regret of action 2 is

0.01, and the latter action would then be chosen according to the minimax

regret criterion (if no mixing is considered; otherwise action 2 would be

chosen with probability 3000
3001

). In this example this is the same choice that

would result from relative minimax (neglecting mixtures). However, it is not

necessarily the case that the two criteria yield the same choice. Consider for

example the following choice problem:

Table 4 (utiles)

state 1 state 2
action 1 1 9
action 2 0.1 10

where it is easily checked that (neglecting mixtures) relative minimax (as

well as standard minimax) would select action 1, while minimax regret would
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select action 2.5 The reason why relative minimax would lead to action 1 is

that, in relative terms, action 2 is 10 times worse than action 1 in state 1,

while it is only slightly better in state 2. The large di¤erence in the level of

utility in the two states, however, makes the absolute advantage of action 1

in state 1 (0.9 utiles) smaller than the absolute advantage of action 2 in state

2 (1 utile), and this is what matters for minimax regret. It might be argued

that the normalisation of utilities in terms of ratios is more appropriate than

the normalisation in terms of di¤erences, as the former is �scale free�while

the latter remains dependent on large di¤erences in the level of utility across

states. However, whether one �nds more compelling a comparison based

on ratios or on di¤erences might depend on circumstances and it is largely

a matter of taste. Spelling out the axioms that justify the di¤erent choice

criteria is a way to provide guidance to any such debate.6

The relative minimax criterion has been proposed in the economic liter-

ature only very recently (see Altissimo, Siviero and Terlizzese, 2005)7. How-

ever, as mentioned before, it is extensively used in the theoretical computer

science literature (in particular in the optimisation of the on-line algorithms),

where it is known as competitive ratio. Brafman and Tennenholtz (1999) pro-

vide an axiomatic foundation for minimax, that turns out to support at the

5Considering mixtures, action 1 would be selected by relative minimax with a proba-
bility of 9

10 , by minimax regret with a probability of
9
19 (standard minimax would select

action 1 for sure).
6Clearly, a �scale free�comparison could also be obtained by taking the logarithm of

the entries in Table 4 and then comparing the largest regret computed on the transformed
values, as the di¤erences among the (transformed) levels carry the same information about
the preference as the ratios among the original levels. More generally, by using a log trans-
formation, the axiomatisation of relative minimax that is provided in this paper could be
straightforwardly adapted to represent minimax regret as well. However the resulting rep-
resentation would no longer be invariant to a¢ ne transformations of the utility. Moreover,
the behavioural content of some of the axioms will be seen to hinge upon a comparison in
relative terms, so that it is relative minimax which is their �natural�implication.

7Interestingly, the recent literature assessing the robustness of various policy rules often
uses the �relative normalisation� as a diagnostic criterion. Taking for example Levin,
Wieland and Williams (2003), the performance of a given monetary policy rule in the
various models considered is assessed by showing its loss divided by the optimized loss for
each particular model. This �relative loss�, however, is not used to design a robust rule.

8



same time also relative minimax and minimax regret, through appropriate

transformations of the function that assigns a value to each state-action pair

(what they term the �value function�). More in detail, they de�ne as policy

a function that speci�es which action would be chosen in each of the possible

subsets of the set of states of the world (each subset represents the states

that are deemed possible given a particular state of the information). Braf-

man and Tennenholtz�s result is that if the policy satis�es three appropriate

axioms, then it is possible to assign values to each state-action pair in such

a way that applying minimax to these values results in the same choices

that would be dictated by the policy. Moreover, applying minimax regret

or relative minimax to appropriate transformations of the �value function�

would still result in the same policy. Therefore, all three decision criteria

are shown to yield exactly the same choices, provided that the values as-

signed to the state-action pairs are appropriately de�ned. The latter are in

no way restricted by the proposed axioms. This serves well Brafman and

Tennenholtz very practical goal of representing a given policy in a way that

minimises the use of memory space in the computer. However, it is not sat-

isfactory as a characterisation of behaviour, since all the di¤erences among

the three criteria are hidden in the choice of the �value function�, and the

latter is de�ned residually as that which supports the decision criterion at

hand. The axioms proposed in this paper, instead, will tightly restrict the

utility function consistent with given preferences.

Milnor (1954) provides an axiomatisation of both minimax and minimax

regret (as well as a number of other non probabilistic decision criteria, but

not of relative minimax). In Milnor�s paper, however, the consequences of

the various choices are directly measured in utiles, and the formulation of

the axioms takes advantage of this fact so that, for example, it is possible to

consider �adding a constant�to the consequences of one action, or checking

that a new action has all its consequences �smaller than the corresponding

consequences of all other actions�; in particular, one of the axioms uses util-

ity di¤erences, thus introducing the presumption of cardinally measurable
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utility. In this paper, the axioms can be given a direct behavioural inter-

pretation. Stoye (2006), similarly to Milnor, considers a range of decision

criteria (that include minimax regret but not relative minimax), but avoids

the presumption of cardinal utility and provides them with a behavioural ax-

iomatization. The approach in Stoye (2006) is somewhat di¤erent from the

one in this paper. With both minimax regret and relative minimax, changes

in the menu of actions might change the preference, as will be discussed

later. Here, this di¢ culty is faced by �xing the menu of actions, and stat-

ing all the axioms on the single preference relationship which pertains to the

given menu.8 In Stoye, some of the axioms establish consistency requirements

among preference relationships associated to di¤erent menus.

3 An example

Consider a central bank (CB) that has the standard quadratic loss function

de�ned on in�ation (�) and output gap (x): Lt = (1��)Et
P1

�=0 �
� [(�t+� )

2+

�x2t+� ], where � is the discount factor and � is the relative weight assigned

to output gap variability. The economy the CB faces is described by a ba-

sic New-Keynesian model with staggered price setting behaviour and some

form of indexation, summarized by a Phillips curve �t = (1� )�Et(�t+1) +
��t�1 + �xt + et, where e is a random shock and  measures the degree

of in�ation inertia. For  = 1 the economy is fully backward-looking (fully

inertial), while for  = 0 it is fully forward-looking. The CB is completely

uncertain about the true value of , and would like to choose its policy, which

in this simpli�ed set-up amounts to the choice of the output-gap, in a �ro-

bust�fashion, i.e. in such a way that, whatever the true value of , the loss

is not too big. In selecting its policy, the CB considers four alternatives:

� the policy that minimizes the expected loss, assuming for  a uniform

8There will be one exception to this. The axiom concerned, however, will not be needed
to prove the basic representation theorem, but only to extend the result to a more general
setting.
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prior in [0; 1]

� the policy that minimizes the maximal loss, as  varies in [0; 1]

� the policy that minimizes the maximal regret, as  varies in [0; 1]

� the policy that minimizes the maximal relative loss, as  varies in [0; 1]

Each line in the chart corresponds to one of these four policies and shows,

as  varies, the ratio between the associated loss and the minimal loss that

could be achieved if the value of  were known. A �at line at 1 would then

correspond to a policy that always achieves the minimal loss, the quintessen-

tial robust policy. Conversely, if for a given  the line associated to a policy

is, say, 1.5, this means that, for that , the policy would lead to a loss which

is 50% higher than the minimum achievable. The chart then shows, in a

graphically convenient way, the trade-o¤ between optimality and robustness:

a line which is very close or at 1 for a subset of values of , but then departs

substantially from 1 for other values of , is associated to a policy that hardly

quali�es as robust.

The results presented in the chart, corresponding to a fairly standard

calibration of the model and robust to alternative calibrations (see Altissimo,

Siviero and Terlizzese (2005) for details), signal a clear advantage of the

relative minimax policy over the alternatives: while never fully optimal (the

closest it gets to the optimum is about 3% away), it never strays too far

from the optimum either (at most, about 12% away). The example is clearly

special, and no general conclusion should be drawn from it. However, it

suggests that relative minimax policies can be of interest when robustness is

sought, and motivates the e¤ort in this paper to put this decision criterion

on a �rmer ground.
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4 Axioms

Let A be the set of the n actions available in a particular choice problem. It

is convenient, to de�ne mixtures of actions, to arbitrarily �x one enumeration

of the elements of A, so that the i�th element of A always refers to the same
action. Let S be the set of m states of the world, denoted by f1; 2; :::mg.
m � 3 will be required (this is needed for one of the axioms to bite). Each
action in A yields a well de�ned consequence in each of the states in S. Let

C(A; j) be the set whose i�th element is the consequence that obtains in
state j when the i�th action in A is taken. Clearly, each of C(A; j) has n
elements, not necessarily all distinct. It will be assumed the existence of a

�best�consequence in C(A; j), denoted by bj, for each j (in which sense bj

is the best consequence will be made precise by one of the axioms to follow).

Also, it will be assumed the existence of at least one �worst� consequence

overall, denoted by w (again, the precise meaning of this will be speci�ed

by one of the axioms below). As w is not necessarily included in any of the

C(A; j), it is useful to de�ne the sets C(A; j) = C(A; j)[ fwg; j = 1; 2; :::m.
Later on, to assess how the results depend on the (largely arbitrary) choice
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of w, a more general C+(A; j) = C(A; j) [ fw;w0g; j = 1; 2; :::m will be

considered.

Following Anscombe and Aumann (1963), and similarly to Gilboa and

Schmeidler (1989), it will be assumed the availability of a randomising de-

vice, which allows objective lotteries to be formed with �prizes�being the

consequences of the original actions and, possibly, w. Let in particular

Q(A; j) (Q(A; j)) be the set of simple probability measures (i.e. proba-

bility measures with �nite support) on C(A; j) (C(A; j)). Obviously, if p

and ep are in Q(A; j) so is �p + (1 � �)ep, for all � 2 [0; 1], where the con-
vex combination is intended as a combination of probability distributions:

if a given ci 2 C(A; j) is assigned probability �pi under p and probability
�epi under ep, then ��pi + (1 � �)�epi is its probability under �p + (1 � �)ep.
The set HA =

Q
j=1;2:::mQ(A; j), with typical element h = (p1; p2; :::pm), for

pj 2 Q(A; j), is the set of m�tuples of such simple probability measures (or
lotteries), with the following interpretation (as in Anscombe and Aumann,

1963): according to which state occurs, the corresponding lottery in h deter-

mines the �nal outcome.9 If h = (pj)j=1;2:::m and k = (qj)j=1;2:::m are in HA,

then �h+ (1� �)k = (�pj + (1� �)qj)j=1;2:::m, � 2 [0; 1], is also in HA.
Clearly each of the original actions can be identi�ed with one element

of HA by appropriately choosing two degenerate probability distributions.

Also, any mixture among the original actions can be represented as one el-

ement of HA in which all components associate the same probability to the

consequences of the same action. By extension, any element of HA will

be called an action. In the following, with a slight abuse of the notation,

bj, j = 1; 2:::m and w will also denote degenerate distributions putting

all the probability mass on, respectively, bj, j = 1; 2:::m and w. To sim-

plify the notation, denote by (b�j; p) the vector (b1; b2; :::; bj�1; p; bj+1; :::bm),

9We allow for the possibility that w is the only element common to the sets C(A; j); j =
1; 2:::m. In the Anscombe and Aumann setting there must be at least two elements
(not indi¤erent to each other) common to all sets of (state-dependent) consequences (see
Fishburn, 1970).
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by (q�j; p) the vector (q1; q2; :::; qj�1; p; qj+1; :::qm), by (b�(j;i); p; q) the vector

(b1; :::; bj�1; p; bj+1; :::; bi�1; q; bi+1; :::; bm).

Finally, let % denote a binary relation on HA, with � and � be de�ned
in the usual way from %.
A number of properties will be assumed for this binary relation. The �rst

three are relatively standard.

A1. % is a preference relation (complete, re�exive, transitive).
With reference to this axiom, it is worth stressing that % can be inter-

preted as a single preference relation only with reference to the given set of

actions, A (extended to allow for the possibly extraneous worst consequence

w). Indeed, no axiomatization of relative minimax (or, for that matter, of

minimax regret) can insist on a single preference ordering of all conceivable

alternatives, since the ordering induced by the relative minimax criterion (as

well as the one induced by minimax regret) can be di¤erent depending on

the set of available alternatives. Consier for example the following decision

problem:

Table 5

state 1 state 2
h 12 13
k 14 12

!
state 1 state 2

h 6=7 1
k 1 12=13

where the panel on the left presents the consequences (in utiles) of the two

choices (A = fh; kg), and the panel on the right normalizes these utilities by
the column maximum. According to relative maximum k � h:10. Suppose

now we consider a third action, as in the following table:

Table 50

10Allowing for mixtures the relative minimax is h with probability 7
20 , k with probability

13
20 . Note that k � h also according to minimax regret.
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state 1 state 2
h 12 13
k 14 12
g 0 15

!

state 1 state 2
h 6=7 13=15
k 1 12=15
g 0 1

where again the left panel presents the consequences in utiles and the right

one presents the normalization by the column maximum. Now A = fh; k; gg;
and h � k.11. The preference reversal can occur when the addition of new

alternatives modi�es the best consequence in some state. The dependence

on the choice menu12 was already noted by Savage (1954), as a possible crit-

icism of minimax regret (Savage tersely encapsulated the criticism by quip-

ping: �Fancy saying to the butcher, �Seeing that you have geese, I�ll take a

duck instead of a chicken or a ham�.�). While recognizing that this phenom-

enon makes it �absurd to contend that the objectivistic minimax rule (which

amounts, in the context of this quotation, to minimax regret) selects the best

available act�, Savage himself countered the criticism by noting that the de-

cision criterion was not intended to select the best available act (to which

end he obviously advocated expected utility!) but rather as a �...sometimes

practical rule of thumb in contexts where the concept of �best�is impractical

�impractical for the objectivist, where it amounts to the concept of personal

probability, in which he does not believe at all; and for the personalist, where

the di¢ culty of vagueness becomes overwhelming.�. Such a remark clearly an-

ticipates the quest for robustness that underlies the current, renewed interest

for decision criteria that do not involve the use of subjective probability. In-

11Allowing for mixtures, relative minimax is h with probability 21
22 , k with probability

1
22 . With minimax regret the preference reversal is even more extreme, as it leads to h
with probability 1.
12The menu-dependence of the preferences is sometimes referred to a failure of postu-

late known as �independence of irrelevant alternatives�(IIA; see for example Stoye, 2006).
However IIA is a condition that emerges in the context of social choice, not of individual
choice, and strictly speaking refers to a somewhat di¤erent phenomenon. As Arrow put
it, �the choice made by society should be independent of the very existence of alternatives
outside the given set�(Arrow, 1984). Here the preferences might change when new alter-
natives are included in the given set. As long as they are not feasible, they do not a¤ect
preferences.
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deed, the situations where a concern for robustness might arise, and therefore

a decision criterion di¤erent from expected utility might become relevant, are

likely to be those in which a single, consistent preference ordering over all

possible pairs of actions is supposed to be too di¢ cult to achieve (it is im-

practical, to use Savage�s term). If such a single preference ordering were to

exist, and if it satis�ed Savage�s sure thing principle, a subjective probability

would essentially follow, and the expected utility criterion would be justi�ed.

If, conversely the single ordering were not to satisfy the sure thing principle,

then it would be a poor basis for the decision (according to Savage (1954),

in this case the ordering would be �absurd as an expression of preference�).

In fact, standard minimax provides a single ordering (it is not subject to

preference reversal), but one that violates the sure thing principle.

A2. given p; q 2 Q(A; j) such that (b�j; p) � (b�j; q), then (b�j; �p+(1�
�)r) � (b�j; �q + (1� �)r); 8r 2 Q(A; j); � 2 (0; 1]; j 2 S.
This is a weaker version of the standard �independence�axiom (see for

example Fishburn, 1970). In particular, the preference which is postulated

to survive when a mixture with a common lottery is introduced is between a

speci�c kind of actions and concerns a speci�c kind of mixture: actions whose

components are, in all but one state, equal to the (state-dependent) best

lottery and mixtures that only involve the state in which the component is

not equal to the best lottery. Both restrictions to the standard independence

property are essential, since a more general formulation would allow the sort

of mixture that might make one of the components in the original pair of

actions so �bad� that the subject becomes indi¤erent among the modi�ed

actions. This can be easily shown by way of examples (as before, the left

panel presents the consequences of the various actions measured in utiles,

the right one normalised by the column maximum).

Table 6
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state 1 state 2
h 9 8
k 10 6
g 20 0
l 0 40

!

state 1 state 2
h 0:45 0:20
k 0:5 0:15
g 1 0
l 0 1

Here, according to relative minimax, h � k, but neither h nor k have the
form required by A2:Consider now r = 30 (included in the convex hull of

the set of consequences achievable in state 2, as required by A2), and take

� = 0:1. De�ne h0 = (9; 8�+(1��)30) = (9; 27:8); k0 = (10; 6�+(1��)30) =
(10; 27:6): Therefore:

Table 60

state 1 state 2
h0 9 27:8
k0 10 27:6
g 20 0
l 0 40

!

state 1 state 2
h0 0:45 0:695
k0 0:5 0:69
g 1 0
l 0 1

Now, k0 � h0. A similar failure to preserve the preference under mixtures
could be shown starting from h = (20; 8) and k = (20; 6) (i.e. with a pair

of actions that have the form required by A2) and considering a mixture in

state 1, rather than in state 2, with r = 0, � = 0:1, leading to h0 = (2; 8); k0 =

(2; 6), which are indi¤erent to each other under relative minimax, since they

correspond, in term of normalised utilities, to (0:1; 0:2) and (0:1; 0:15).13

13It is worth noting that the independence axiom proposed in Stoye (2006) for minimax
regret would not be satis�ed by relative minimax. Stoye version of indipendence is as
follows. Let h; k 2M , where M is a given menu of actions, and let c be a new action, not
necessarily in M . De�ne a new menu, �M + (1� �)c, by replacing each element h in M
with �h+ (1� �)c. Let %Mbe the preference among the elements in M . The axiom then
reads as follows:
h %M k () �h+ (1� �)c %�M+(1��)c �k + (1� �)c;8� 2 (0; 1).
It is easy to construct examples showing that relative minimax does not satisfy this

axiom.
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A3. given h; k; l 2 HA such that h � k � l, then 9�; � 2 (0; 1) such that
�h+ (1� �)l � k � �h+ (1� �)l.
This is the standard �Archimedean�axiom (see again Fishburn, 1970).

The following two axioms are little more than de�nitions.

A4. 8p 2 Q(A; j); qi 2 Q(A; i); i 6= j : (q�j; bj) % (q�j; p) % (q�j; w);8j; i 2
S:

This axiom speci�es in which sense each of bj is the best available conse-

quence in state j, j = 1; 2:::m, and w is the worst in each state.

A5. (b�j; bj) � (b�j; w);8j 2 S.
This axiom speci�es that not all actions are indi¤erent to each other (in

this sense, it is a �non triviality�axiom).

The following three axioms are those that are mostly responsible for the

relative minimax representation.

The �rst is a weak form of the sure thing principle (Savage, 1954):

A6. given p; q 2 Q(A; j) such that (b�j; p) % (b�j; q), then 8si 2 Q(A; i); i 6=
j; (s�j; p) % (s�j; q); j 2 S.
Note that, di¤erently from Savage�s stronger formulation, here the pref-

erence in the �rst part of the axiom is between actions whose structure, as

in A2, is tightly restricted. Again, this restriction is essential, since it easy

to show examples in which, under relative minimax, (s�j; p) % (s�j; q) but

(b�j; q) � (b�j; p). Note also that, again di¤erently from Savage�s formula-

tion, even if the preference between the original pair of actions is strict (i.e.

if (b�j; p) � (b�j; q)), the axiom only guarantees a weak preference between

the modi�ed actions. The reason for this is that the common components

s�j could be �bad�enough so as to make the modi�ed actions indi¤erent to

one another.

The second axiom imparts a form of symmetry to the preferences:

A7. Let h � (�1b1 + (1� �1)w; �2b2 + (1� �2)w:::; �mbm + (1� �m)w),
�i 2 [0; 1]. Let E and F be any two non empty, disjoint subsets of the set of
states S, such that �i is constant over E and F , with �i = �E for i 2 E, and
�j = �F for j 2 F . De�ne h0 � (�01b1+(1��01)w; �02b2+(1��02)w:::; �0mbm+
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(1 � �0m)w), where �0i = �F for i 2 E, �0j = �E for j 2 F and �0s = �s

otherwise. Then, h � h0.
This axiom considers a special class of standardized actions, that yield in

each state a simple lottery between the best (state-dependent) and the worst

consequences (it will be shown later that under A1 � A6 all actions can be
put in this form, so that the loss of generality is only apparent). Given a set

of m lotteries, the axiom essentially states that it does not matter how the

lotteries are coupled with the states: all standardized actions yielding these

m lotteries are equivalent. This is consistent with the idea that the prefer-

ence ordering is independent of the labelling of the states (this requirement is

imposed by Milnor, 1954, and Stoye, 2006, for preference orderings that can

be represented by minimax or minimax regret). However, A7 imposes some-

thing more than pure symmetry. The latter amounts, as in Milnor (1954), to

the possibility of �switching columns�, and requires consistency between the

preference ordering relative to a given menu of actions and the preference

ordering relative to the new menu obtained from the former by swapping,

for all the actions, the consequences in some state with the consequences in

a di¤erent state. A7 also requires a form of relativity of preferences: the

preference is relative to what is (best) achievable, since what matters is how

�close� one is to the best, not what the best actually is. This relativity

amounts to require consistency between the preference ordering relative to

the original set of standardized actions and the preference ordering relative

to the set of standardized actions obtained from the former by swapping the

best consequences.14 It is possible to show that A7 is basically equivalent to

symmetry and relativity, so de�ned. The advantage of A7, however, is that

14Taking for simplicity of notation the case of two states, let all standardized actions
(�b1+(1��)w; �b2+(1��)w) be denoted by (�b1; �b2). Let %Aindicates the preference
ordering relative to the original set of actions. For each standardized action (�b1; �b2)
de�ne a new standardized action (�b2; �b1) = (�b2+(1��)w; �b1+(1� �)w). Let A0 be
the set of actions so obtained, and %A0the preference relation on this set. The consistency
requirement mentioned in the text can now be stated as follows: (�b1; �b2) %A (b1; �b2),
(�b2; �b1) %A0 (b2; �b1)
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it does not involve di¤erent menus of actions. A stronger form of symmetry,

which would be satis�ed by standard minimax, would impose that h � h0

whenever h = (p1; p2:::pm) and h0 = (pj1; pj2:::pjm), where (pj1; pj2:::pjm) is

any permutation of (p1; p2:::pm). This would in general not be satis�ed by

relative minimax, nor by minimax regret: even when pji 2 Q(A; i) for all i,
so that h0 2 HA, the relationship between pi and bi �which is what matters
for both decision criteria �would in general be di¤erent than the relationship

between pji and bi (the �switching columns�kind of symmetry requires that

also bi be swapped with bji). Finally, note that minimax regret does not in

general satisfy A7, since it does not satisfy the relativity requirement.

The third axiom is the standard ambiguity aversion (as in Gilboa and

Schmeidler, 1989):

A8. Consider h; k 2 HA, such that h � k. Then, 8� 2 [0; 1]; �h + (1 �
�)k % h
This axiom is the key ingredient for the �minimax part�of relative mini-

max, and captures the bene�ts of hedging: the worst outcome of the convex

combination of the two actions might be better, and cannot be worse, than

the worst outcome of the original actions. The full bite of this axiom requires

the states to be at least 3.

The last axiom imposes a form of dominance.

A9. Let pj; qj 2 Q(A; j) such that (b�j; pj) % (b�j; qj), 8j 2 S. Then,
(p1; p2:::pm) % (q1; q2:::qm): If % in the �rst part of the axiom is replaced by

�, for all j, then % is replaced by � in the second part.
This set of axioms is similar to the set of axioms that is presented in Kreps

(1988) to justify standard minimax.15 The main di¤erence is the symmetry

axiom, which in Kreps is stated in the strong form mentioned above (in the

2 states case considered by Kreps, this reads (p; q) � (q; p) for all p and q,

Kreps�axiom (b)), and in particular the relativity part of axiom A7, which

15In fact, Kreps (1988) only states the axioms, for the special case of 2 states and
common outcome space, leaving it as an exercise to show that they justify Wald�s minimax.
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in Kreps formulation is missing.16 A second notable di¤erence is that instead

of ambiguity aversion Kreps directly takes as an axiom the main implication

of ambiguity aversion (i.e. that if (b1; p) % (b1; q), then (q; p) � (q; q), which
is Kreps�axiom (h)); this also implies that dominance is not required.

5 Representation

To prove that the set of axioms imply the relative minimax as a decision

criterion, it will �rst be proved that each lottery component in each action

can be replaced by an appropriate standardized lottery de�ned on the (state-

dependent) best and worst available consequences (Lemmas 1-2). Then it will

be shown that only the most favourable and the least favourable standardized

lotteries are needed to describe any action (Lemmas 3-4), and further that

only the least favourable is actually needed (Lemma 5). Then it will be shown

that the preference relationship can be represented by the minimax criterion

applied to a vector of appropriately de�ned functions (Lemma 6). It will

then be shown that these latter functions can be interpreted as �normalised�

utilities (Lemma 8). Theorem 1 summarises these results and the reverse

implication, that the relative minimax decision criterion implies the axioms.

All proofs are gathered in the appendix.

The �rst step is a relatively standard result.

Lemma 1

Under A1, A2, A3, the following hold

(a) if (b�j; p) � (b�j; q), and 0 � � < � � 1, then (b�j; �p+ (1� �)q) �
(b�j; �p+ (1� �)q), j = 1; 2:::m;
(b) if (b�j; p) % (b�j; q) % (b�j; r), (b�j; p) � (b�j; r) then 9��j 2 [0; 1];unique,

such that (b�j; ��jp+ (1� ��j)r) � (b�j; q), j = 1; 2:::m;

16In fact, Kreps assumes that the outcome space is the same for all states (in the notation
of the present paper, Q(A; i) = Q(A; j) for all i and j), and also that the best consequences
are the same (bi = bj for all i and j). As a consequence, the strong notion of symmetry is
equivalent to the weaker �switching columns�form.
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(c) if (b�j; p) � (b�j; q), and � 2 [0; 1], then (b�j; �p + (1 � �)r) �
(b�j; �q + (1� �)r);8r 2 Q(A; j), j = 1; 2:::m.

From A4, setting qi = bi;8i 6= j, it can be concluded that,8p 2 Q(A; j),
(b�j; bj) % (b�j; p) % (b�j; w); moreover, (b�j; bj) � (b�j; w), for all j 2 S,
from A5. Hence it is possible to apply part (b) of the Lemma 1, which

guarantees the existence and uniqueness of a value ��j 2 [0; 1] such that

(b�j; ��jbj + (1 � ��j)w) � (b�j; p):Therefore, the following de�nition can be
introduced:

De�nition 1

For each (p1; p2; :::pm) 2 HA let f : HA ! [0; 1]m be de�ned by f(p1; p2; :::pm) =

(f1(p1); f2(p2); :::fm(pm)), where fj(pj) 2 [0; 1] is the unique value such that
(b�j; fj(p)bj +(1� fj(pj))w) � (b�j; pj), j = 1; 2:::m. Clearly, fj(bj) = 1 and
fj(w) = 0, j = 1; 2:::m.

It is now possible to prove the following:

Lemma 2

If A1 � A6 hold, there exists a unique function f : HA ! [0; 1]m; f =

(f1; f2; :::fm);with fi(w) = 0; fi(bi) = 1; i = 1; 2:::m; such that for any

(p1; p2:::pm) 2 HA, (p1; p2:::pm) � (f1(p1)b1 + (1 � f1(p1))w; f2(p2)b2 + (1 �
f2(p2))w:::; fm(pm)bm+ (1� fm(pm))w). Moreover, for all r; s 2 Q(A; i), and
for any � 2 [0; 1]; fi(�r+(1��)s) = �fi(r)+ (1��)fi(s); i = 1; 2:::;m (i.e.,

all components of f are a¢ ne).

Because of Lemma 2, to each h = (p1; p2:::pm) 2 HA can be associated a
vector �h = (�h1 ; �

h
2 ; :::�

h
m) 2 [0; 1]m; where �hj = fj(pj). Whenever there is

no ambiguity, h will be identi�ed with the vector �h.

It is useful to rekord a straightforward implication of A9, that will also be

referred to as �dominance�and will be repeatedly used in the proofs of results

presented in the following. Consider h = (p1; p2:::pm); k = (q1; q2:::qm) 2 HA.
Let (�h1 ; �

h
2 ; :::�

h
m) and (�

k
1; �

k
2; :::�

k
m) be the vectors in [0; 1]

m associated to

h and k, respectively, and suppose that �hj � �kj for all j = 1; 2:::m. It is
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immediate to show that in this case h % k (if �hj > �kj for all j, then h � k).
Indeed, by de�nition (b�j; pj) � (b�j; �hj bj + (1 � �hj )w), and (b�j; qj) �
(b�j; �kj bj + (1 � �kj )w), j = 1; 2:::m. Because of Lemma 1 and transitivity,
(b�j; pj) % (b�j; qj); j = 1; 2:::m. Axiom A9 now implies that (p1; p2:::pm) %
(q1; q2:::qm) (if �hj > �

k
j for all j, then (p1; p2:::pm) � (q1; q2:::qm)).

Let E be a non empty subset of S and denote by �E�, �; � 2 [0; 1], the
action h = (�h1 ; �

h
2 ; :::�

h
m), with �

h
j = � if j 2 E, �hj = � if j =2 E. In

words, �E� is a special kind of action that, loosely speaking, takes only two

consequences, � in a subset of the states and � otherwise. Let F be another

non empty subset of S and consider the action �F�, de�ned similarly. Then

it is possible to establish the following:

Lemma 3

If A1� A7 and A9 hold, �E� � �F�. Moreover, �E� � �E�.

Consider now any h = (�h1 ; �
h
2 ; :::�

h
m). Let �

h = maxj2S �
h
j , and �

h =

minj2S �
h
j (if there is no ambiguity, the superscript h to � and �will be

dropped). To avoid trivial cases assume � > �. It is then easy to show the

following:

Lemma 4

If A1�A7 and A9 hold, h � �E�, for any non empty subset of the states E.

This result implies that there is no loss of generality in considering actions

h that only take the two values �h and �h. In particular, given a partition

of S in three sets, (F;K;M), any action h = (�h1 ; �
h
2 ; :::�

h
m) is, because of

Lemmas 3 and 4, equivalent to actions that take value �hj = �
h or �hj = �

h

for j 2 F or K or M . Denote these actions as (�; �; ), where each of �; �; 

is equal to either � or �: Then, what has been established so far is that

h � (�; �; �) � (�; �; �) � (�; �; �). It is possible to show the following

important:

Lemma 5

If A1� A9 hold, h � (�; �; �).
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It is now easy to establish the following Lemma, that provides a key

characterisation of the preferences:

Lemma 6

If A1 � A9 hold, then there exists a unique function f : HA ! [0; 1]m; f =

(f1; f2; :::fm);with fi(w) = 0; fi(bi) = 1; i = 1; 2:::m; such that for any

(p1; p2; :::; pm); (q1; q2; :::; qm) 2 HA:
(p1; p2; :::; pm) % (q1; q2; :::; qm) i¤min(f1(p1); f2(p2); :::fm(pm)) � min(f1(q1); f2(q2); :::fm(qm)).

Moreover, all components of the f function are a¢ ne.

[Clearly, by the de�nition of the function f , its �rst component f1 assigns

a value to the �rst component of any m�tuple in HA, its second compo-
nent f2 assigns a value to the second component, and so on. Thus, even if

\j2SQ(A; j) 6= ; (a condition that might or migh not be true, depending
on the choice problem under consideration), there is no ambiguity as to the

value that would correspond to a p 2 \j2SQ(A; j): if p occurs when state
j is true (i.e. if p is the j�th component of the m�tuple) then the value
associated to p is fj(p). Indeed, fj(p) can be interpreted as a numerical value

associated to p when p is assessed in terms of the benchmark provided by

the two consequences bj and w. There is then no reason to require fj(p) to

be the same value that would be associated to p if p were assessed in terms

of a di¤erent benchmark, as the one provided by the consequences bi and w,

i 6= j. However, if the decision problem happens to be symmetrical (with

bi = bj;8i; j), so that the benchmark in each state is the same, it might
be considered as reasonable, or even desirable, that fi(p) = fj(p);8i; j, for
any p 2 \j2SQ(A; j). This is a property which is not warranted by axioms
A1 � A9, but which is also not needed for the proof of the representation
theorem provided below, and in general will not be imposed. It will however

be shown in the next lemma that the property holds if the following axiom

is added to A1� A9:
A10. if bi = bj;8i; j, (b�ip) � (b�j; p) 8p 2 \j2SQ(A; j), where b indicates

the common value of bj; j = 1; 2:::m.
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The axiom states that in a symmetrical situation, where the best that

can be achieved in all the states are the same, and if the same lottery is

conceivable in all states, then it does not matter whether that lottery is

associated to one or to another of the states. It needs to be stressed that

this axiom imposes a consistency requirement that only makes sense if, in the

given set A, the conditions described by the axiom were to apply. The axiom

does not require A to vary, and therefore it does not open up the possibility

of a preference reversal.

Adding A10 to the other axioms it is possible to establish the following:

Lemma 7

Let A1�A10 hold. Suppose bi = bj;8i; j, and suppose that \j2SQ(A; j) 6= ;.
Then, fi(p) = fj(p)8p 2 \s2SQ(A; s);8i; j.]

The unicity of the function f follows from �xing the reference conse-

quences bj and w; j = 1; 2:::m. These are not arbitrary, since they appear in

the formulation of most of the axioms. It is however possible to represent the

preferences through a di¤erent function, which takes as reference two pairs

of arbitrary lotteries, much in the same way as in standard derivations of the

expected utility criterion.

To this end, take any two p1 and p0 in Q(A; j) such that (b�j; p1) �
(b�j; p0), j = 1; 2:::m. A5 guarantees the existence of at least two elements

in Q(A; j) for which this is true (bj and w), but in general there will be more.

Consider any other p 2 Q(A; j). There are three possible cases:
(i) (b�j; p1) % (b�j; p) % (b�j; p0)
(ii) (b�j; p) % (b�j; p1) � (b�j; p0)
(iii) (b�j; p1) � (b�j; p0) % (b�j; p):
Lemma 1 (b) established the existence of unique values �, � and  such

that:

in case (i): (b�j; �p1 + (1� �)p0) � (b�j; p);
in case (ii): (b�j; �p+ (1� �)p0) � (b�j; p1);
in case (iii):(b�j; p1 + (1� )p) � (b�j; p0).
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Correspondingly, a function gj : Q(A; j)! R can be de�ned as:
in case (i): gj(p) = �; hence, gj(p) is the value such that (b�j; gj(p)p1 +

(1� gj(p))p0) � (b�j; p);
in case (ii): gj(p) = 1

�
; hence, gj(p) is the value such that (b�j; 1

gj(p)
p +

(1� 1
gj(p)

)p0) � (b�j; p1);
in case (iii):gj(p) =


�1 ; hence, gj(p) is the value such that (b

�j;
gj(p)

gj(p)�1p
1+

(1� gj(p)

gj(p)�1)p) � (b
�j; p0).

Consider now the function g : HA ! Rm de�ned by g(p1; p2; :::pm) =

(g1(p1); g2(p2); :::gm(pm)). It is possible to show that an appropriate trans-

formation of this function plays the same role as the function f in representing

the preferences. This is established by the following:

Lemma 8

If A1� A9 hold, for any (p1; p2; :::; pm) 2 HA,
fj(pj) =

gj(pj)�mins2Q(A;j) gj(s)
maxs2Q(A;j) gj(s)�mins2Q(A;j) gj(s)

; j = 1; 2:::m.

It is now possible to state the representation theorem:

Theorem 1

The preference relationship % on the set HA satis�es A1 � A9 if and only
if there exists a function g : HA ! Rm; g = (g1; g2:::gm), such that for any

(p1; p2; :::; pm); (q1; q2; :::; qm) 2 HA it holds true that

(p1; p2; :::; pm) % (q1; q2; :::; qm) iff (RMX)

min
j
(

gj(pj)� min
s2Q(A;j)

gj(s)

max
s2Q(A;j)

gj(s)� min
s2Q(A;j)

gj(s)
)j=1;2:::m �

min
j
(

gj(qj)� min
s2Q(A;j)

gj(s)

max
s2Q(A;j)

gj(s)� min
s2Q(A;j)

gj(s)
)j=1;2:::m:

Moreover, for all r; s 2 Q(A; i), and for any � 2 [0; 1]; gi(�r + (1 � �)s) =
�gi(r) + (1� �)gi(s); i = 1; 2:::m (i.e., all components of g are a¢ ne). Also,

each component of the g function is unique up to a positive a¢ ne transfor-

mation.
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Finally, it can be shown that the function g is linear in the (objective)

probabilities used in generating the lotteries in Q(A; i); i = 1; 2:::m.

Lemma 9

If A1 � A9 hold, there exists a function u :
Q
j2S C(A; j) ! Rm; u =

(u1; u2:::um) such that for any (p1; p2:::pm) 2 HA, it is true that, for all

j, gj(pj) =
P

c uj(c)pj(c) where the summation is extended to all elements

c 2 C(A; j) in the support of pj, pj(c) are the probability that pj assigns to
a given c 2 C(A; j):

Within the class of functions that represent the same preference relation-

ship % , it is always possible to choose one whose components take all value
0 at w (as this just requires adding an appropriate constant to each compo-

nent, and therefore only involves an a¢ ne transformation). This choice is

not restrictive, since the same preferences obtain.

For this particular choice, the characterisation (RMX) takes the following,

simpli�ed form:

(p1; p2; :::; pm) % (q1; q2; :::; qm) iff (RMXS)

min
j
(

gj(pj)

max
s2Q(A;j)

gj(s)
)j=1;2:::m � min

j
(

gj(qj)

max
s2Q(A;j)

gj(s)
)j=1;2:::m:

The characterisation (RMXS) corresponds precisely to the relative minimax

(or competitive ratio) decision criterion. Therefore, axioms A1�A9 provide
the behavioural foundation for that decision criterion.

Moreover, as earlier mentioned, a simple by-product of the representation

theorem is the possibility to show that the same set of axioms also supports

minimax regret, via a logarithmic transformation of the function g.

To provide the details choose, in the class of functions g : HA ! R2; g =
(g1; g2) that, according to Theorem 1 represent the preferences, any function

whose components both take value greater or equal to 0 at w (to simplify

the notation, in the following the choice that underlies the characterisation

(RMXS) will be made, but the same conclusion would be reached for any
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other transformation of the g function that guarantees its non negativity).

For such a function g, de�ne a function l = (l1; l2) whose i � th component
(i = 1; 2) is equal to log(gi) for the set fp : p 2 Q(A; i); gi(p) > 0g, and is
equal to �1 for the set fp : p 2 Q(A; i); gi(p) = 0g. Clearly, if gi is one-
to-one so is li; if gi is not one-to-one, the equivalence classes of gi (i.e. the

sets G� = fp : p 2 Q(A; i); gi(p) = �g) coincide with the equivalence classes
of li (i.e. the sets L� = fp : p 2 Q(A; i); li(p) = log(�) if � > 0; li(p) =

�1 if � = 0g). Consider now any pair of actions (p0; q0); (p; q) 2 HA, and
the corresponding inequality:

min(
g1(p

0)

max
s2Q(A;1)

g1(s)
;

g2(q
0)

max
s2Q(A;2)

g2(s)
) R min( g1(p)

max
s2Q(A;1)

g1(s)
;

g2(q)

max
s2Q(A;2)

g2(s)
):

First of all note that, since each component of the l is a monotone in-

creasing transformation of the corresponding component of the g, the same

argument maximises both functions (provided a unique maximiser for g ex-

ists; if not, select arbitrarily one element in the two corresponding equivalence

classes). Therefore, max
s2Q(A;1)

l1(s) = l1(b1) and max
s2Q(A;2)

l2(s) = l2(b2). Recall-

ing that min(a; b) = �max(�a;�b), it is then immediate to establish the
following chain of equivalences:

min(
g1(p

0)

g1(b1)
;
g2(q

0)

g2(b2)
) R min(

g1(p)

g1(b1)
;
g2(q)

g2(b2)
)()

�max(� g1(p
0)

g1(b1)
;� g2(q

0)

g2(b2)
) R �max(� g1(p)

g1(b1)
;� g2(q)
g2(b2)

)()

max(� g1(p
0)

g1(b1)
;� g2(q

0)

g2(b2)
) S max(� g1(p)

g1(b1)
;� g2(q)
g2(b2)

)()

max(� log( g1(p
0)

g1(b1)
);� log( g2(q

0)

g2(b2)
)) S max(� log( g1(p)

g1(b1)
);� log( g2(q)

g2(b2)
))()

max(l1(b1)� l1(p0); l2(b2)� l2(q0)) S max(l1(b1)� l1(p); l2(b2)� l2(q))()

max( max
s2Q(A;1)

l1(s)� l1(p0); max
s2Q(A;2)

l2(s)� l2(q0)) S max( max
s2Q(A;1)

l1(s)� l1(p); max
s2Q(A;2)

l2(s)� l2(q)):
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Therefore:

(p0; q0) % (p; q) iff

min(
g1(p

0)

max
s2Q(A;1)

g1(s)
;

g2(q
0)

max
s2Q(A;2)

g2(s)
) � min( g1(p)

max
s2Q(A;1)

g1(s)
;

g2(q)

max
s2Q(A;2)

g2(s)
) iff

max( max
s2Q(A;1)

l1(s)� l1(p0); max
s2Q(A;2)

l2(s)� l2(q0)) � max( max
s2Q(A;1)

l1(s)� l1(p); max
s2Q(A;2)

l2(s)� l2(q)):

If the utility is measured by the logarithm of the g function, the LHSmem-

ber in the last expression can be interpreted as the maximal regret associated

to (p0; q0) (see Section 2), and the RHS as the maximal regret associated to

(p; q). Hence, A1 � A8 can be seen to provide the axiomatic foundation of
minimax regret, as well as that of relative minimax. It should however be

noted that these axioms, and in particular A7, which is mostly responsible

for the �relative normalisation�of the utility, are formulated so as to capture

a relative preference: loosely speaking, the indi¤erence between p and an x%

chance of b naturally corresponds to the statement that the preference for p

is only x% as strong as the preference for b or equivalently that, relative to

the preference for b, the preference for p is only x%. Therefore, the decision

criterion which seems to be naturally implied by the axioms is relative min-

imax. To get minimax regret, the scale of the utility need being distorted,

as it were, in order to have ratios represented as di¤erences between levels,

so that the relative comparisons explicitly required by relative minimax are

implicitly hidden by the logarithmic transformation. This is the reason why

the emphasis of the paper is on relative minimax. The following representa-

tion theorem remains nevertheless true (the proof is obvious, given the above

established equivalence, and is not provided):

Theorem 2

The preference relationship % on the set HA satis�es A1� A8 if and only if
there exists a function l : HA ! eR � eR (where eR is the set of real numbers
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extended to include �1) such that

(p0; q0) % (p; q) iff

max( max
s2Q(A;1)

l1(s)� l1(p0); max
s2Q(A;2)

l2(s)� l2(q0)) � max( max
s2Q(A;1)

l1(s)� l1(p); max
s2Q(A;2)

l2(s)� l2(q)):

is true for all couples (p0; q0); (p; q) 2 HA.

6 Conclusions

As Savage (1954) remarked long ago, �the minimax rule founded on the neg-

ative of income (Savage�s term for the negative of utility) seems altogether

untenable�. More appealing decision criteria � still free from the need to

specify prior probabilities over the states of the world �are obtained when

the utility is �normalised�, either dividing it by, or subtracting it from, the

largest state dependent utility. These normalisations yield, respectively, rel-

ative minimax and minimax regret. Stoye (2006) has only recently provided

an axiomatic foundation with an explicit behavioural content for the sec-

ond decision criterion. This paper does the same for the �rst. The lack of

behavioural axiomatic foundations probably explains why the two criteria

have been almost neglected in the recent literature, in spite of a renewed

and increasing interest on robustness. Interesting exceptions are Bergemann

and Schlag (2005), who use regret to de�ne robust monopoly pricing, Cozzi

and Giordani (2005), who explore the implication of minimax regret (as well

as standard minimax) for the investment in R&D in a Shumpeterian growth

model, and Altissimo et al. (2005), who use relative minimax to assess robust

monetary policy; an earlier application is provided by Linhart and Radner

(1989), who investigate the use of minimax regret in mechanism design. With

an explicit behavioural foundation for relative minimax and for minimax re-

gret these decision criteria are now on �rmer ground. It is hoped that more

applications will follow.
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7 Appendix

Proof of Lemma 1

The proof follows well known arguments (see for example Kreps, 1988),

and is provided in detail only for completeness.

(a) Fix j 2 S. Take �rst � = 0. Then, using A2 with r = q 2 Q(A; j),
for any � 2 (0; 1] we have that (b�j; �p+ (1� �)q) � (b�j; �q + (1� �)q) =
(b�j; q) = (b�j; �p + (1 � �)q), where the last equality is true since � = 0.
Let now � > 0 (which in turn implies that 0 < �

�
< 1), and de�ne for

ease of notation r = �p+ (1� �)q. We have just established that (b�j; r) �
(b�j; q). Hence we can again apply A2 to establish that (b�j; (1� �

�
)r+ �

�
r) �

(b�j; (1 � �
�
)q + �

�
r) Now, (1 � �

�
)q + �

�
r = (1 � �

�
)q + �

�
(�p + (1 � �)q) =

�p + (1 � �
�
+ �

�
� �

�
�)q = �p + (1 � �)q. Hence, (b�j; (1 � �

�
)r + �

�
r) =

(b�j; r) = (b�j; �p+(1��)q) � (b�j; �p+(1��)q), which is what we wanted
to show. The same argument can be repeated for all other j 2 S.
(b) Fix j 2 S. First note that if ��j exists it is unique, since part (a) of the

lemma implies that any two couples (b�j; ��p + (1 � ��)r) and (b�j; ���p +
(1� ���)r) could not be both indi¤erent to (b�j; q). That such an ��j exists
for the cases (b�j; p) � (b�j; q) and (b�j; q) � (b�j; r) is obvious: it would

be ��j = 1 in the �rst case and ��j = 0 in the second. Consider then the

case (b�j; p) � (b�j; q) � (b�j; r): De�ne the set D = f� 2 [0; 1] : (b�j; q) %
(b�j; �p+ (1� �)r)g, which is not empty since it includes � = 0, and de�ne
��j = supD. If � > ��j , by the de�nition of �

�
j it will be the case that

(b�j; �p + (1 � �)r) � (b�j; q). If � < ��j , then (b
�j; q) � (b�j; �p + (1 �

�)r). To prove this, note that there exists in this case an � < �0 < ��j ,

with (b�j; q) % (b�j; �0p + (1 � �0)r) � (b�j; �p + (1 � �)r), where the �rst
relationship follows from the fact that �0 is in D and the second from part (a)

of the lemma. Now, there are three possible cases: (i) ��j =2 D; (ii) ��j 2 D,
but the preference is strict; (iii) ��j 2 D, and there is the desired indi¤erence.
Consider �rst (i). In formal terms this case amounts to (b�j; ��jp+(1���j)r) �
(b�j; q) � (b�j; r). By A3 there is � 2 (0; 1) such that (b�j; �(��jp + (1 �
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��j)r) + (1 � �)r) � (b�j; q). But (b�j; �(��jp + (1 � ��j)r) + (1 � �)r) =
(b�j; ���jp + (1 � ���j)r), and since ���j < ��j it must be, as shown above,

that (b�j; q) � (b�j; ���jp+ (1� ���j)r). Therefore we have a contradiction.
Consider now case (ii). Then (b�j; p) � (b�j; q) � (b�j; ��jp+ (1���j)r). By
A3 there is � 2 (0; 1) such that (b�j; q) � (b�j; �p+(1��)(��jp+(1���j)r)).
But (b�j; �p + (1 � �)(��jp + (1 � ��j)r)) = (b�j; (��j + �(1 � ��j))p + (1 �
��j ��(1���j))r), and since ��j +�(1���j) > ��j it must be, as shown above,
that (b�j; �p + (1 � �)(��jp + (1 � ��j)r)) � (b�j; q). Therefore we have a

contradiction. Hence we are left with the only remaining possibility, which is

the one we wanted to prove to be true. The same argument can be repeated

for all other j 2 S.
(c) Fix j 2 S. the result is trivial if (b�j; p) � (b�j; q) for all p and

q 2 Q(A; j). Hence assume that there exists at least one couple (b�j; s) �
(b�j; p) � (b�j; q). Suppose now that (c) is not true, and take (b�j; �p +

(1 � �)r) � (b�j; �q + (1 � �)r) (the other possibility can be handled in
a similar way). From A2 we have (b�j; �s + (1 � �)q) � (b�j; �q + (1 �
�)q) = (b�j; q) � (b�j; p); for any � 2 (0; 1]. We can again apply A2 to
get (b�j; �(�s + (1 � �)q) + (1 � �)r) � (b�j; �p + (1 � �)r). Since we
assumed that (b�j; �p + (1 � �)r) � (b�j; �q + (1 � �)r); A3 ensures that
there exists, for each �, a value �(�) 2 (0; 1) such that (b�j; �p + (1 �
�)r) � (b�j; �(�)(�(�s+ (1� �)q) + (1��)r) + (1��(�))(�q+ (1��)r)).
However, �(�)(�(�s + (1� �)q) + (1� �)r) + (1� �(�))(�q + (1� �)r) =
�(�)��s+(���(�)��)q+(1��)r = �(�(�)�s+(1��(�)�)q)+ (1��)r.
Hence, (b�j; �p + (1 � �)r) � (b�j; �(�(�)�s + (1 � �(�)�)q) + (1 � �)r).
However, (b�j; �(�)�s + (1 � �(�)�)q) � (b�j; p), as shown before (since

�(�)� 2 (0; 1)), and therefore we can apply A2 to get (b�j; �(�(�)�s+ (1�
�(�)�)q) + (1 � �)r) � (b�j; �p + (1 � �)r), which is a contradiction. The
same argument can be repeated for all other j 2 S.

Proof of Lemma 2

Take any (p1; p2:::; pm) 2 HA. An alternative notation for this vector is
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(p�j; pj), j = 1; 2:::m, or more generally (p�E; pE), where E denotes any

non empty subset of S: Consider the �rst component of the function in de-

�nition 1. By de�nition (b�1; f1(p1)b1 + (1 � f1(p1))w) � (b�1; p1). This

implies both that (b�1; f1(p1)b1 + (1 � f1(p1))w) % (b�1; p1) and (b�1; p1) %
(b�1; f1(p1)b1 + (1� f1(p1))w). Using A6 we then have that (p�1; f1(p1)b1 +
(1 � f1(p1))w) % (p�1; p1) and (p�1; p1) % (p�1; f1(p1)b1 + (1 � f1(p1))w).
Therefore, (p�1; f1(p1)b1 + (1 � f1(p1))w) � (p�1; p1). In a similar way,

starting from (b�2; p2) � (b�2; f2(p2)b2 + (1 � f2(p2))w) we can prove, us-
ing again A6, that (p�(1;2); f1(p)b1 + (1� f1(p))w; f2(q)b2 + (1� f2(q))w) �
(; p�(1;2); f1(p1)b1 + (1 � f1(p1))w; p2) (note that the latter is identical to
(p�1; f1(p1)b1 + (1 � f1(p1))w)). Using the transitivity of �, we then have
(p�1; p1) � (p�(1;2); f1(p)b1 + (1� f1(p))w; f2(q)b2 + (1� f2(q))w). The same
procedure can be repeated to conclude that (p1; p2:::pm) � (f1(p1)b1 + (1 �
f1(p1))w; f2(p2)b2+(1�f2(p2))w:::; fm(pm)bm+(1�fm(pm))w). It remain to
show that all components of f are a¢ ne (the claims that fi(w) = 0; fi(bi) =

1; i = 1; 2:::m and that they are unique are obvious from their de�nition).

Take p 2 Q(A; j). By de�nition of fj(pj), (fj(pj)bj + (1 � fj(pj))w; b�j) �
(pj; b

�j): By part (c) of Lemma 1 we have that (�pj + (1 � �)qj; b�j) �
(�(fj(pj)bj +(1� fj(pj))w)+ (1��)qj; b�j) for any qj 2 Q(A; j) and for any
� 2 [0; 1]. Moreover, again by de�nition, (fj(qj)bj + (1 � fj(qj))w; b�j) �
(qj; ; b

�j), and again by part (c) of Lemma 1 we have that

(�(fj(pj)bj + (1� fj(pj))w) + (1� �)qj; b�j) �

(�(fj(pj)bj + (1� fj(pj))w) + (1� �)(fj(qj)bj + (1� fj(qj))w; b�j) =

((�fj(pj) + (1� �)fj(qj))bj + (1� (�fj(pj) + (1� �)fj(qj)))w; b�j)

Transitivity then implies that (�pj + (1 � �)qj; b�j) � ((�fj(pj) + (1 �
�)fj(qj))bj + (1 � (�fj(pj) + (1 � �)fj(qj)))w; b�j) or, equivalently, that
fj(�pj + (1� �)qj) = �fj(pj) + (1� �)fj(qj); for all pj; qj 2 Q(A; j) and for
any � 2 [0; 1].
Proof of Lemma 3
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To prove this, consider �rst the case E\F 6= ;, E\F c 6= ;. Let L = E\F ,
G = E \ F c, K = Ec \ F , M = Ec \ F c. Then �E� = (�1; �2; :::�m), with
�j = � if j 2 L or j 2 G, �j = � if j 2 K or j 2M . Using A7 (symmetry),
with the role of E here taken by G and the role of F here taken by K (i.e.

exchanging the values taken in G with those taken in K), we conclude that

�E� is indi¤erent to the action (�01; �
0
2; :::�

0
m), with �

0
j = � if j 2 L or K,

�0j = � if j 2 G or M . Clearly, (�01; �
0
2; :::�

0
m) = �F�. Consider now the

case E � F . Now, �E� can be written as (�1; �2; :::�m), with �j = � if

j 2 E, �j = � if j 2 F \ Ec or j 2 F c. Again, A7 can be invoked (twice),
to establish �rst that �E� is indi¤erent to the action (�01; �

0
2; :::�

0
m), with

�0j = � if j 2 E or F \Ec, �0j = � if j 2 F c (i.e. exchanging the values taken
in the two subsets E and F c), and then that the latter, which amounts to

�F�, is indi¤erent to the action (�
00
1; �

00
2; :::�

00
m), with �

00
j = � if j 2 F , �00j = �

if j 2 F c (i.e.exchanging the values taken in the two subsets F and F c),

which clearly is �F�; transitivity then establishes the desired result. Finally,

if E \ F = ;, A7 can be directly invoked with reference to the two sets E
and F , to conclude that �E� � �F�. It is also immediate to establish that
�E� � �E�, for any non empty set E in S, by using A7 with reference to

the two sets E and Ec.

Proof of Lemma 4

To prove this, let E and E be the sets of states where � and � are,

respectively, achieved. By dominance, we know that �E� % h % �E�.

Because of Lemma 3, �E� � �E� � �E�. Moreover, for any non empty E
in S, �E� � �E� and �E� � �E�. Hence, by transitivity, we obtain the

result.

Proof of Lemma 5

To prove this, we can apply A8 to (�; �; �) � (�; �; �) and conclude that
(�; �+�

2
; �+�

2
) % (�; �; �) � (�; �; �). Dominance implies that (�; �; �) %

(�; �+�
2
; �+�

2
). Therefore, h � (�; �+�

2
; �+�

2
). Because of Lemmas 3 and 4,

(�; �+�
2
; �+�

2
) � (�; �+�

2
; �) � (�; �; �+�

2
). Using again A8 we have that

(�; �+3�
4
; �+3�

4
) � h. Iterating in this way we have (�; �+ ���

2n
; �+ ���

2n
) � h,
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for all n = 0; 1; 2:::. This implies, given that the set of points f 1
2n
gn=0;1;2:::

is dense in (0; 1], and using dominance and transitivity, that (�; � + (� �
�); �+ (���)) � h, for all  2 (0; 1]. Suppose now, by contradiction, that
(�; �; �) � (�; �; �) (we can simplify the notation, in what follows, by repre-
senting actions of the form (�; �; �) as (�; �)). Consider �rst the case � > 0.

Then, given that (�; �+(���)) � (�; �), for all  2 (0; 1], the contradiction
hypothesis and dominance imply (�; �+ (���)) � (�; �) � (0; 0). By A3,
for all  2 (0; 1]9� 2 (0; 1), which might in principle depend on  and which
we therefore denote �(), such that (�()�; �()[� + (� � �)]) � (�; �).

Consider the value b � (1��())�
�()(���) , which is positive given that �() > 0;

� > � > 0. For 0 <  < b, �()[� + (� � �)] < �. Therefore, dominance
implies that, for all such , (�; �) % (�()�; �()[�+ (�� �)]), contradict-
ing the claim that (�()�; �()[� + (� � �)]) � (�; �), for all  2 (0; 1].
Consider now the other case, � = 0. We therefore have, because of previous

results, that (0; �) � (0; �), for all  2 (0; 1]. Suppose, by contradiction,
that (0; �) � (0; 0). Because of A5 and of previous results we can write

(1; 1) � (0; 1). Because of dominace we can also write (0; 1) % (0; �), and by
transitivity we conclude (1; 1) � (0; �) � (0; �) � (0; 0). Therefore, by A3,
for all  2 (0; 1];9�() 2 (0; 1) such that (0; �) � (�(); �()). Consider the
value b � �()

�
, which is positive given that �() > 0; � > 0. For 0 <  < b,

� < �(): Dominance implies that, for all such , (�(); �()) � (0; �),

leading to a contradiction.

Proof of Lemma 6

Consider the function f whose existence and unicity was established in

Lemma 2. It was proved there that the components of f are a¢ ne and that

they take values 0 and 1 at, respectively, w and bi; i = 1; 2; :::m. Con-

sider generic (p1; p2; :::; pm) and (q1; q2; :::; qm) 2 HA. Let (�1; �2; :::�m)

and (�1; �2; :::�m), with �j = fj(pj) and �j = fj(qj); j = 1; 2:::m, de-

note the two actions that are equivalent to (p1; p2; :::; pm) and (q1; q2; :::; qm),

respectively, according to that Lemma. Let moreover � = minj �j and

� = minj �j: Because of Lemma 5, we know that (p1; p2; :::; pm) � (�; �; �)
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and (q1; q2; :::; qm) � (�; �; �), where the notation (x; x; x) makes implicit

reference to any arbitrary partition (F;K;M) of the set of states S. Suppose

now that � � �. Then dominance immediately implies that (p1; p2; :::; pm) %
(q1; q2; :::; qm). Conversely, suppose that (p1; p2; :::; pm) % (q1; q2; :::; qm). Tran-
sitivity then implies that (�; �; �) % (�; �; �). If it were the case that � < �,
dominance would lead to (�; �; �) � (�; �; �), a contradiction. Therefore it
must be that � � �:
Proof of Lemma 7

Consider a decision problem in which there exists a p 2 \j2SQ(A; j), and
in which bi = bj8i; j, and denote by b their common value. Fix a j and an i.
Now, (b�jp) � (b�j; fj(p)b+ (1� fj(p))w) � (b�i; fj(p)b+ (1� fj(p))w), the
�rst relationship following from the de�nition of fj and the second because of

A7, by identifying the set E there with the singleton fjg, and the set F with
the singleton fig. Also, (bi; p) � (b�i; fi(p)b+ (1� fi(p))w) by de�nition. It
then follows, by transitivity and part (a) of Lemma 1, that (bj; p) � (bi; p) or
(bi; p) � (bj; p) according to fj(p) being greater or smaller than fi(p). Since in
both cases we have a contradiction with A10, we conclude that fi(p) = fj(p).

The same argument can be repeated for any other i and j.

Proof of Lemma 8

Fix j 2 S, and p1 and p0 in Q(A; j) such that (b�j; p1) � (b�j; p0), and

take any p 2 Q(A; j). Assume �rst that the chosen p falls in case (i). Then

(b�j; p) � (b�j; gj(p)p1 + (1� gj(p))p0) (a)

by de�nition of gj. Also,

(b�j; p) � (b�j; fj(p)bj + (1� fj(p))w); (b)

(b�j; p0) � (b�j; fj(p0)bj + (1� fj(p0))w) (c)

and

(b�j; p1) � (b�j; fj(p1)bj + (1� fj(p1))w); (d)
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by de�nition of f . Since in this case gj(p) 2 [0; 1], part (c) of Lemma

1 can be applied to (d) to conclude that (b�j; gj(p)p1 + (1 � gj(p))p0) �
(b�j; gj(p)[fj(p

1)bj + (1 � fj(p1))w] + (1 � gj(p))p0). Moreover, in a similar
way, from (c) we get:

(b�j; (1� gj(p))p0 + gj(p)[fj(p1)bj + (1� fj(p1))w]) �

(b�j; (1� gj(p))[fj(p0)bj + (1� fj(p0))w] + gj(p)[fj(p1)bj + (1� fj(p1))w]) =

(b�j; [gj(p)fj(p
1) + (1� gj(p))fj(p0)]bj + [1� gj(p)fj(p1)� (1� gj(p))fj(p0)]w):

From transitivity we have:

(b�j; fj(p)bj + (1� fj(p))w) �

(b�j; [gj(p)fj(p
1) + (1� gj(p))fj(p0)]bj + [1� gj(p)fj(p1)� (1� gj(p))fj(p0)]w):

Part (b) of Lemma 1 then imply:

fj(p) = gj(p)[fj(p
1)� fj(p0)] + fj(p0): (e)

Also, (b�j; p1) � (b�j; p0) % (b�j; w), because of A4 (with q�j = b�j) Hence,
w falls in case (iii), and by de�nition: (b�j; gj(w)

gj(w)�1p
1 + (1 � gj(w)

gj(w)�1)w) �
(b�j; p0): From (d), as before, we can conclude that

(b�j;
gj(w)

gj(w)� 1
p1 +

1

1� gj(w)
w) �

(b�j;
gj(w)

gj(w)� 1
[fj(p

1)bj + (1� fj(p1))w] +
1

1� gj(w)
w) =

(b�j;
gj(w)

gj(w)� 1
fj(p

1)bj + [1�
gj(w)

gj(w)� 1
fj(p

1)]w):

Recalling (c) we conclude, using transitivity and part (b) of Lemma 1, that:

fj(p
0) =

gj(w)

gj(w)� 1
fj(p

1): (f)

Moreover, (b�j; bj) % (b�j; p1) � (b�j; p0), because of A4 (with q�j = b�j).

Hence, bj falls in case (ii), and by de�nition: (b�j; 1
gj(bj)

bj + (1� 1
gj(bj)

)p0) �
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(b�j; p1). From (c), as before, we conclude that:

(b�j;
1

gj(bj)
bj + (1�

1

gj(bj)
)p0) �

(b�j;
1

gj(bj)
bj + (1�

1

gj(bj)
)[fj(p

0)bj + (1� fj(p0))w]) =

(b�j;
fj(p

0)[gj(bj)� 1] + 1
gj(bj)

bj + (1�
fj(p

0)[gj(bj)� 1] + 1
gj(bj)

)w):

Recalling (d) we conclude, using transitivity and part (b) of Lemma 1, that:

fj(p
1) =

fj(p
0)[gj(bj)� 1] + 1

gj(bj)
: (g)

The system of equations (e-f -g) can now be solved to obtain:

fj(p) =
gj(p)� gj(w)
gj(bj)� gj(w)

: (h)

Following a very similar reasoning it can easily be checked that also when

p 2 Q(A; j) falls in case (ii) or (iii) one still obtains equation (e). Combining
this with equations (f -g) it is still then true that equation (h) holds. We

now show that gj(w) = mins2Q(A;j) gj(s) by contradiction. Since (b�j; p1) �
(b�j; p0) % (b�j; w), because of A4 (with q�j = b�j), gj(w) =

w
w�1

< 0,

where w 2 [0; 1] is such that (b�j; wp1 + (1 � w)w) � (b�j; p0). Suppose
there is a s 2 Q(A; j) such that gj(s) < gj(w) < 0. It must then be that s
falls in case (iii) and gj(s) =

s
s�1

; where s 2 [0; 1] is such that (b�j; sp1 +
(1� s)s) � (b�j; p0) and s > w. Because of A4 (with q�j = b�j) we have
(b�j; p1) � (b�j; p0) % (b�j; s) % (b�j; w). There are two possibilities: either
(b�j; s) � (b�j; w), or (b�j; s) � (b�j; w). In the �rst case we have:

(b�j; p0) � (b�j; sp1 + (1� s)s) � (b�j; sp1 + (1� s)w) �

(b�j; wp
1 + (1� w)w) � (b�j; p0);

where the �rst relationship follows from the de�nition of gj(s), the second

from part (c) of Lemma 1 applied to (b�j; s) � (b�j; w), the third from part

(a) of Lemma 1, given that s > w, the fourth from the de�nition of gj(w).
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Since we get a contradiction, it cannot be that (b�j; s) � (b�j; w) (and at

the same time gj(s) < gj(w)). Consider then the alternative. In this case we

have (b�j; p1) � (b�j; s) � (b�j; w). Because of part (b) of Lemma 1 there

exists a value � 2 [0; 1] such that (b�j; �p1 + (1� �)w) � (b�j; s). We then
have:

(b�j; p0) � (b�j; sp1 + (1� s)s) � (b�j; sp1 + (1� s)[�p1 + (1� �)w]) =

(b�j; (s + �(1� s))p1 + (1� (s + �(1� s)))w) � (b�j; wp1 + (1� w)w) � (b�j; p0);

where the second relationship follows from part (c) of Lemma 1 applied to

(b�j; �p1+(1��)w) � (b�j; s), the third from part (a) of Lemma 1, given that
s + �(1� s) � s > w, and the others follows as before from de�nitions.

Again, we get a contradiction, and we conclude that there cannot be any s 2
Q(A; 1) such that gj(s) < gj(w). A very similar argument can also be used

to show that gj(bj) = maxs2Q(A;j) gj(s). Using these conclusions, for any p 2
Q(A; j) we can write equation (h) as: fj(p) =

gj(p)�mins2Q(A;j) gj(s)
maxs2Q(A;j) gj(s)�mins2Q(A;j) gj(s)

:

Clearly, the whole line of proof can be followed for any other j 2 S.

Proof of Theorem 1

We �rst prove that the axioms imply the characterisation (RMX), to-

gether with the properties of the g function. That there exist a function such

that (RMX) is true is obvious, given Lemmas 6 and 8. The conclusion that all

components of this function are a¢ ne is also immediate, given that, according

to Lemma 8, they are all an a¢ ne transformation of a¢ ne functions. To prove

that all components are unique up to a positive a¢ ne transformation, sup-

pose that g = (g1; g2; :::gm) satis�es (RMX). Clearly, v = (�01 + �11g1; �02 +

�12g2; :::�0m+ �1mgm), with �0j; j = 1; 2:::m arbitrary constants and �1j; j =

1; 2:::m positive (and otherwise arbitrary) constants, also satis�es (RMX). To

go the other way, suppose that both g = (g1; g2; :::gm) and v = (v1; v2; :::vm)

satisfy (RMX). Assume, for the moment, that both gj and vj are minimised

at w and maximised at bj; j = 1; 2; :::m. Then, for any (p1; p2; :::; pm) 2 HA,
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h = (hj)j=1;2:::m = (
gj(pj)�mins2Q(A;j) gj(s)

maxs2Q(A;j) gj(s)�mins2Q(A;j) gj(s)
)j=1;2:::m and k = (k1)j=1;2:::m =

(
vj(pj)�mins2Q(A;j) vj(s)

maxs2Q(A;j) vj(s)�mins2Q(A;j) vj(s)
)j=1;2:::m de�ne functions in [0; 1]m, with xi(w) =

0; xi(bi) = 1, such that (p1; p2; :::; pm) % (q1; q2; :::; qm) i¤minj2S(xj(pj))j=1;2:::m �
min(xj(qj))j=1;2:::m; x = h; k and j = 1; 2:::m. Since lemma 6 ensures that

there is only one such function, it must be that h = k. Hence
gj(pj)�mins2Q(A;j) gj(s)

maxs2Q(A;j) gj(s)�mins2Q(A;j) gj(s)
=

vj(pj)�mins2Q(A;j) vj(s)
maxs2Q(A;j) vj(s)�mins2Q(A;j) vj(s)

, j = 1; 2:::m. Therefore vj(pj) = gj(pj)
maxs2Q(A;j) vj(s)�mins2Q(A;j) vj(s)
maxs2Q(A;j) gj(s)�mins2Q(A;j) gj(s)

+
mins2Q(A;j) vj(s)�mins2Q(A;j) gj(s)
maxs2Q(A;j) gj(s)�mins2Q(A;j) gj(s)

= �1jgj + �0j, �1j > 0, as desired. It remains to

be shown that both gj and vj are minimised at w and maximised at bj; j =

1; 2:::m:Suppose instead that, for some j, mins2Q(A;j) xj(s) 6= xj(w); and that
there exist r 2 Q(A; j) such that xj(r) < xj(w), with x = g; v Therefore,

min(
xj(r)�mins2Q(A;j) xj(s)

maxs2Q(A;j) xj(s)�mins2Q(A;j) xj(s)
; 1) < min(

xj(w)�mins2Q(A;j) xj(s)
maxs2Q(A;j) xj(s)�mins2Q(A;j) xj(s)

; 1):

Since x satis�es (RMX) by hypothesis, (q�j; r) � (q�j; w), with qi = argmaxs2Q(A;i) xi(s); i 6=
j. However, from A4 we have (q�j; r) % (q�j; w). The contradiction implies
that both gj and vj are minimised at w, for all j. Also, suppose that, for

some j, maxs2Q(A;j) xj(s) 6= xj(bj), and that there exist r 2 Q(A; j) such that
xj(r) > xj(bj), with x = g; v Therefore,min(1; 1) > min(

xj(bj)�mins2Q(A;j) xj(s)
maxs2Q(A;j) xj(s)�mins2Q(A;j) xj(s)

; 1):

Since x satis�es (RMX) by hypothesis, (q�j; r) � (q�j; bj), with qi = argmaxs2Q(A;i) xi(s); i 6=
j. This however contradicts A4, and it shows that both gj and vj are max-

imised at bj, for all j.

To prove thath the axioms are implied by the characterisation (RMX), to-

gether with the properties of the g function, is a lengthy but straightforward

exercise. We will use, without explicitly mentioning, the following obvious

facts: minj(pj)j=1;2::m = min(minj(pj)j2S1 ;minj(pj)j2S2) where S1 and S2

is any partition of S; min(a; b) = min(b; a). Let bi = argmaxr2Q(A;i) gi(r)

and w = argminr2Q(A;i) gi(r); i = 1; 2:::m. Clearly, A1 is directly implied

by (RMX). As to A2, let (b�j; p) � (b�j; q); hence, min(1; gj(p)�gj(w)
gj(bj)�gj(w)) >

min(1;
gj(q)�gj(w)
gj(bj)�gj(w)). This implies that gj(p) > gj(q) (and gj(q) < gj(bj)).

Take any r 2 Q(A; j): Then, for all � 2 (0; 1]; gj(�p+ (1� �)r) = �gj(p) +
(1��)gj(r) > �gj(q)+(1��)gj(r) = gj(�q+(1��)r), where we exploited the
fact that the function gj is a¢ ne. Moreover,

�gj(q)+(1��)gj(r)�gj(w)
gj(bj)�gj(w) < 1 as long
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as � > 0, given that gj(r) � gj(bj): Therefore, min(1;
gj(�p+(1��)r)�gj(w)

gj(bj)�gj(w) ) >

min(1;
gj(�q+(1��)r)�gj(w)

gj(bj)�gj(w) ), which is equivalent to (b�j; �p+(1��)r) � (b�j; �q+
(1��)r); repeating the same argument for any other j proves A2. Moving to
A3, take (p1; p2; :::pm); (q1; q2; :::qm); (r1; r2; :::rm) 2 HA such that (p1; p2; :::pm) �
(q1; q2; :::qm) � (r1; r2; :::rm). To simplify the notation, let uj =

gj(pj)�gj(w)
gj(bj)�gj(w) ,

vj =
gj(qj)�gj(w)
gj(bj)�gj(w) , zj =

gj(pj)�gj(w)
gj(bj)�gj(w) . The assumed preference impliesminj(uj)j=1;2:::m >

minj(vj)j=1;2:::m > minj(zj)j=1;2:::m. We need to show that 9�; � 2 (0; 1)

such that minj(�uj + (1 � �)zj)j=1;2:::m > minj(vj)j=1;2:::m > minj(�uj +

(1 � �)zj)j=1;2:::m; this, given that gj(�) is a¢ ne, would immediately lead to
A3. Let vs = minj(vj)j=1;2:::m and denote as i1 the state where the mini-

mum of zj is achieved, i.e. zi1 = minj2S(zj)j=1;2:::m (for simplicity assume

there is a single minimum). It must then be that uj > vs;8j 2 S, and

zi1 < vs. It is then true that ui1 > vs > zi1. For notational convenience

de�ne the function h(�; i) = �ui + (1 � �)zi, which is continuous in � for
each given i. The intermediate value theorem guarantees that there exist a

value �0 2 (0; 1) : h(�0; i1) = vs. Hence, for all 0 < � < �0 we have that

h(�; i1) < vs, while for all �0 < � < 1 we have that h(�; i1) > vs. Since

minj h(�; j)j=1;2:::m � h(�; i1) < vs this proves the second half of the claim.
To prove the �rst, there are 3 possibilities to consider: (a) h(�0; i1) is the

unique minimum across the various j of h(�0; j); (b) h(�0; i1) is the minimum

across the various j of h(�0; j), but there is at least another state, denote

it as i2, such that h(�0; i1) = h(�0; i2); (c) h(�0; i1) > minj h(�0; j)j=1;2:::m =

h(�0; i2). In case (a) continuity ensures that, for small enough � > �0, h(�; i1)

is still the minimum across states; since for any � > �0; h(�; i1) > vs, the

�rst part of the claim would be proved. Cases (b) and (c) are only possible

if there is more than one state i such that zi < vs, since otherwise for each

state i 6= i1, h(�0; i) would be a convex combination of two numbers both

bigger than vs, and h(�0; i1) = vs would be the unique minimum. In addition

to i1there are at most m� 1 states i2; i3; :::im such that zij could be smaller
than vs. Consider now case (b), and assume for simplicity that the mini-

mum is achieved only at i1 and i2. Continuity implies that for small enough
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� > �0 the unique minimum across states is reached either at i1 or at i2,

and in both cases it is larger than vs, proving the �rst part of the claim. In

case (c) the intermediate value theorem guarantees the existence of �00 > �0

such that h(�00; i2) = vs; and h(�; i2) > vs for � > �00. As with h(�0; i1)

there are again 3 possibilities, and the same analysis can be repeated. In

at most m � 1 steps we would then �nd the state ij such that h(b�; ij) = vs
is the unique minimum across states, and we could then use the argument

presented for case (a) to prove the �rst part of the claim. To prove A4,

take any p 2 Q(A; j) and qi 2 Q(A; i); i 6= j. Let � = mini(
gi(qi)�gi(w)
gi(bi)�gi(w))i6=j

and � = gj(p)�gj(w)
gj(bj)�gj(w) . It is either � < � � 1 or 1 � � � �. In the �rst

case min(�; 1) = min(�; �). In the second case min(�; 1) � min(�; �).

Therefore, (q�j; bj) % (q�j; p). Moreover, min(�; �) � min(�; 0). Hence

(q�j; p) % (q�j; w). Since the chosen j is generic, this proves A4. The

proof of A5 is obvious. To prove A6 consider p; q 2 Q(A; j) such that

(b�j; p) % (b�j; q). Let � = gj(p)�gj(w)
gj(bj)�gj(w) and � =

gj(q)�gj(w)
gj(bj)�gj(w) . It must then

be that min(1; �) � min(1; �), which in turn implies that � � �. Consider
now any si 2 Q(A; i); i 6= j, and let  = mini(

gi(si)�gi(w)
gi(bi)�gi(w))i6=j. It is either

 � � or  < �. In the �rst case, min(; �) � � = min(; �). In the second,
min(; �) =  = min(; �). Hence, (s�j; p) % (s�j; q). Since the chosen j

is generic, this proves A6. To prove A7, consider the two actions h and h0

de�ned in the statement of the axiom. Using the fact that all components

of g are a¢ ne, we have gj(�jbj+(1��j)w)�gj(w)
gj(bj)�gj(w) = �j; for all j = 1; 2:::m. Since

swapping any subset of �j does not modify the value of minj(�j)j=1;2:::m, it

clearly follows that h � h0. To prove A8, take (p1; p2:::pm); (q1; q2:::qm) 2 HA,
with (p1; p2:::pm) � (q1; q2:::qm). Let �j = gj(pj)�gj(w)

gj(bj)�gj(w) and �j =
gj(qj)�gj(w)
gj(bj)�gj(w) . It

must then be thatminj(�j)j=1;2:::m = minj(�j)j=1;2:::m. Denote by � the com-

mon value of the minimum. Let M� = fj : �j = �g; andM� = fj : �j = �g.
There are two possible cases. Either M� = M�, or M� 6= M�. In the

�rst case the minimum of any convex combination of �j and �j is still � ;

in the second case it is strictly greater than �: Hence A8 is satis�ed. To
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prove A9, let �j =
gj(pj)�gj(w)
gj(bj)�gj(w) � �j =

gj(qj)�gj(w)
gj(bj)�gj(w) ; j = 1; 2:::m. Therefore

(b�j; pj) % (b�j; pj) for all j. Clearly, minj(�j)j=1;2:::m � minj(�j)j=1;2:::m.

This implies that (p1; p2:::pm) % (q1; q2:::qm).
Proof of Lemma 9

The proof is by induction. Denote by �c the degenerate distribution whose

mass is concentrated on c 2 C(A; j), and de�ne uj(c) = gj(�c). If the support
of p 2 Q(A; j) has only one element, p = �c for some c 2 C(A; j) and the
conclusion gj(p) =

P
c uj(c)p(c) follows trivially. Suppose now that the same

conclusion holds for all p 2 Q(A; j) whose support has size n� 1. Take any
p 2 Q(A; j) whose support has size n and let c0 be in the support of such
p. De�ne q as follows: q(c) = 0 if c = c0; q(c) = p(c)=(1 � p(c0)) if c 6= c0.

Hence the support of q has size n � 1 and p = p(c0)�c0 + (1 � p(c0))q. Since
gj is a¢ ne we have that gj(p) = p(c0)gj(�c0) + (1� p(c0))gj(q) = p(c0)uj(c0) +
(1 � p(c0))gj(q): Moreover, the induction hypothesis on q allows us to write
gj(p) = p(c

0)u1(c
0) + (1� p(c0))

P
c 6=c0 uj(c)q(c) =

P
c uj(c)p(c). Since we are

dealing with simple probability distributions (i.e. distributions with �nite

support), this concludes the proof for uj. The other components are proved

in the same way.
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