
WEAK DOMINANCE:

A MYSTERY CRACKED
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Abstract. What strategy profiles can be played when it is common knowl-
edge that weakly dominated strategies are not played? A comparison to the

case of strongly dominated strategy is in order. A common informal argu-
ment shows that if it is common knowledge that players do not play strongly
dominated strategies then players can play only profiles that survive the itera-

tive elimination of strongly dominated strategies. We formalize and prove this
claim. However, the analogous claim for the case of weak dominance does not
hold. We show that common knowledge that players do not play weakly dom-
inated strategies implies that they must play profiles that survive an iterative

elimination of profiles, called flaws of weakly dominated strategies, a process
described by Stalnaker (1994). The iterative elimination of flaws of strongly
dominated strategies results in the same set of profiles as the iterative elimina-
tion of strongly dominated strategies. Thus, the case of weak dominance and

strong dominance are completely analogous: Common knowledge that players
do not play weakly, or strongly dominated strategies implies iterative elimi-
nation of flaws of weakly, or strongly dominated strategies, correspondingly.
These processes, for both weak and strong dominance, are independent of the

order of elimination.

1. Introduction

Iterative elimination of strongly dominated strategies is usually justified by the
assumption that it is common knowledge that players are strong-dominance ratio-
nal, by which we mean that they do not play strategies that are strongly dominated
given their knowledge about the opponents’ strategies.1 The argument for this in
the literature is informal, as knowledge, and a fortiori strong-dominance rationality
which is defined in terms of knowledge, are not fully formalized. We show that
the argument can be made rigorous by formally modeling knowledge and strong-
dominance rationality.

The picture changes when weakly dominated strategies are considered. Iterative
elimination of weakly dominated strategies fails to capture common knowledge of
weak-dominance rationality, which requires that players do not play strategies that
are weakly dominated given their knowledge about the opponents’ strategies. The
problem does not lie in the assumption of weak-dominance rationality, but in the
process of elimination. In a nutshell, the problem is that strategies that are elim-
inated in early stages of the process, given the knowledge of the players at these
stages, may not be weakly dominated given the knowledge at the end of the pro-
cess, which is the knowledge players have, according to this argument, under the
assumption of common knowledge of weak-dominance rationality.

Date: Draft of June 9, 2014.
1See, for example, Myerson (1991, 57–61) and Binmore (1991, 149-150).
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Despite the awareness of this problem, no suggestion has been made how to
fix the process of iterated elimination of weakly dominated strategies in order to
capture common knowledge of weak-dominance rationality, due to the lack of for-
malization of weak-dominance rationality. Here, we formalize this notion analo-
gously to the notion of strong-dominance rationality, and show that it implies an
iterative process of elimination of flaws of weakly dominated strategies which was
described and characterized in a Bayesian model by Stalnaker (1994).2 We show
that this process circumvents the problem of iterative elimination of weakly dom-
inated strategies alluded above. A flaw of a dominated strategy of a player is a
combination of this strategy with strategies of her opponents, which has a strong
inequality in the set of inequalities that describe the dominance relationship.

Iterative elimination of flaws is the process that expresses common knowledge
of both strong-dominance and weak-dominance rationality. When flaws of strongly
dominated strategies are eliminated iteratively, the result is the same as the iterative
elimination of strongly dominated strategies. In contrast, iterative elimination of
flaws of weakly dominated strategies is different from the iterative elimination of
weakly dominated strategies, and unlike the latter, it reflects common knowledge
of weak-dominance rationality.

Hillas and Samet (2013) study strong-dominance and weak-dominance rational-
ity under the names weak rationality and strong rationality correspondingly, and
show their relation to correlated equilibrium. Here we use these notions to clarify
the nature of the age-old solutions of iterative elimination of dominated strategies.
We propose the iterative elimination of flaws which coincides with the known solu-
tion for the strong dominance case, and provides an alternative, contradiction free,
replacement of the solution for the weak dominance case.

2. Iterative elimination of dominated strategies

Let G be a game with a finite set of players I, and a finite set of strategies Si for
each player i. The set of strategy profiles is S = ×iSi, and the set of the profiles
of i’s opponents is S−i = ×j ̸=iSj . The set of mixed strategies of i is denoted by
∆(Si). The payoff function for i is hi : S → R. It is extended in the usual way to
×i∆(Si). In order to describe iterated elimination of dominated strategies we use
the following terminology.

Definition 1. (relative domination) Let T−i be a nonempty set of profiles of i’s
opponents. A mixed strategy σi ∈ Si strongly dominates si relative to T−i if
hi(σi, t−i) > hi(si, t−i) for all t−i ∈ T−i. We say in this case that si is strongly
dominated relative to T−i. The strategy σi weakly dominates si relative to T−i if
hi(σi, t−i) ≥ hi(si, t−i) for all t−i ∈ T−i, and at least one of these inequalities is
strict. We say in this case that si is weakly dominated relative to T−i.

Using this terminology we define processes of elimination of dominated strategies.

Definition 2. A process of iterated elimination of strongly dominated strategies
consists of sequences of strategy profile sets (S0, S1, . . . , Sm), where S0 = S, and

for k ≥ 1, Sk = ×iS
k
i , where Sk

i is obtained from Sk−1
i by eliminating some

strategies in the latter set which are strongly dominated relative to Sk−1
−i . In the

2A flaw is called in Stalnaker (1994) an inferior profile. We preferred, for brevity, a noun to
an adjective.
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sets Sm
i there are no strongly dominated strategies relative to Sm

−i. A process of
iterated elimination of weakly dominated strategies is similarly defined, where in
each stage, weakly dominated strategies are eliminated.3

Of great importance is the following property of monotonicity of relative strong
dominance.

Claim 1. (strong-dominance monotonicity) If a strategy of i is strongly dominated
relative to T−i ⊆ S−i then it is also strongly dominated relative to T ′

−i ⊆ T−i.
4

This property guarantees that the iterative elimination of strongly dominated
strategies terminates in the same set of strategy independent of the order of elimi-
nation. This is proved in Proposition 2 for a more general processes of elimination
that have a monotonicity property. In contrast, relative weak dominance does not
have the monotonicity property, and different order of elimination of weakly domi-
nated strategies may end in different sets of strategy profiles.

As we shall see in the next sections, the argument that common knowledge of
rationality implies that players play a profile that survives the iterative elimination
of strongly dominated strategies hinges on the monotonicity property. For the case
of weak dominance, this argument is flawed because of the lack of monotonicity.

3. Strong dominance

3.1. Informal justification of the iterated process. The process of iterated
elimination of strongly dominated strategies, described above, can be justified by
assuming common knowledge of rationality. We consider this justification, which
is described below, informal, since the term knowledge is not formalized.

Rationality, here, means that players do not play strongly dominated strategies.
Common knowledge of rationality is tantamount to saying that all players are ra-
tional, they all know it, they all know that they all know it and so on. We can now
justify the process of the strategy elimination in steps.

(1) All players are rational, and thus the strategy profile they play must be in
S1.

(2) Moreover, all players know that all players are rational, and thus they all
know that the profile played is in S1. Being rational, the strategy profile
they play must be in S2.

(3) Moreover, all players know that all players know that all players are ratio-
nal, and thus ... and so on.

Note, that in step k each player i knows that her opponents are playing a profile
in Sk−1

−i , and this is why dominance is considered only relative to this set. According
to this explanation of the process, a player is rational if she does not play a strongly
dominated strategy relative to the set of her opponents’ profiles that her knowledge

3A strategy is strongly dominated by a mixed strategy if and only if it is not a best response
against any probability distribution on the opponents profiles. Thus, it is possible to describe the

iterated elimination of strongly dominated strategies as the iterative elimination of strategies that
are not a best response (see Myerson, 1991, 88–89). Bernheim (1984) and Pearce (1984) suggested
an iterative process that terminates with rationalizable profiles. In their process, strategies are
eliminated when they are not a best response against probabilistic distribution over the opponents

profiles, where player’s strategies are drawn independently.
4 A similar claim is made in Gilboa et al. (1990). They refer to this property as hereditary.
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does not exclude. We call this kind of rationality, strong-dominance rationality,
and define it formally later.

This informal argument for justifying the iterative elimination of strongly domi-
nated strategies raises the following problem. By this argument, common knowledge
of rationality implies that each player i knows that her opponents are playing a pro-
file in Sm

−i. But, in the process we eliminate strongly dominated strategies given
that player i knows less than that. That is, we assume along the way that player
i knows that the other players play S0

−i and then S1
−i and so on. This seeming

contradiction is spurious because of the monotonicity of relative strong dominance
in Claim 1: if a strategy is eliminated in stage k when player i is assumed to know
only that her opponents’ profile is in Sk−1

i , then it should be eliminated also when
she knows more than that, that is, when she knows that her opponents’ profile is
in Sm

−i.

3.2. The formal justification of the iterated process. We formalize the ar-
gument of the previous subsection by using a state space in which knowledge is
formally defined. Such a model enables us to directly capture common knowledge
of rationality as an event in the state space, without the hierarchy of knowledge. We
show that this modeling reaffirms the informal justification of the iterated process.5

Let Ω be a finite state space with a partition Πi for each player i. At a state ω
player i knows all the events that contain Πi(ω), the element of i’s partition that
contains ω. For simplicity we assume that the meet of the partition consists of Ω,
and thus, in each state, Ω is the only event that is common knowledge (see Aumann,
1976). In order to define knowledge about strategy profiles, we assume that each
state determines the strategy profile played in the state . The strategies played in
each state are given by functions si : Ω → Si, such that si(ω) is the strategy i plays
at state ω. We further assume that each player knows which strategy she plays.
This means that si is measurable with respect to Πi, or in other words, in each
element of Πi, i plays the same strategy in all the states in the element.

We can now define the event that a player is rational, in agreement with the
informal definition of the previous subsection. This event is a set theoretic rendering
of the statement that there is no strategy that the player knows yields her a higher
payoff than her actual strategy.6

Definition 3. Player i is strong-dominance rational in state ω if the strategy she
plays in ω is not strongly dominated relative to the set of her opponents’ profiles
which are not excluded by her knowledge in ω. That is, there is no strategy of hers
that strongly dominates si(ω) relative to the set T−i(ω) = {s−i(ω

′) | ω′ ∈ Πi(ω)}.

The antecedent in the following proposition is that it is common knowledge that
all players are strong-dominance rational. By our assumption that Ω is the only
element of the meet, this is equivalent to saying that each of the players is strong-
dominance rational in each state.

5As mentioned in footnote 3, eliminating dominated strategies is the same as eliminating
strategies that are not a best response. Tan and Werlang (1988) formalize the iterative elimina-
tion of non-best response strategies in probabilistic belief spaces. Their characterization can be
considered as dual to ours.

6For a formal representation of this statement in terms of knowledge operators, see Aumann
(1995) and Hillas and Samet (2013).
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L C R

T 1, 0 2, 0 3, 0

M 1, 2 2, 1 2, 1

B 1, 1 0, 3 4, 2

L C R

1, 0 2, 0 3, 0

1, 2 3, 1 2, 1

1, 1 0, 3

L C R

1, 0 2, 0 3, 0

1, 2 3, 1 2, 1

1, 1

L C R

1, 0 2, 0 3, 0

1, 2

1, 1

Figure 1. Common knowledge of weak-dominance rationality

Proposition 1. If it is common knowledge that the players are strong-dominance
rational, then the strategy profiles played survive the iterated elimination of strongly
dominated strategies.

Proof. Since strong-dominance rationality of all players is common knowledge, play-
ers are strong-dominance rational in each state. Therefore, for any state ω and
player i, si(ω) must be a strategy in S1

i . Otherwise, it is strongly dominated in
the game and therefore by monotonicity and the strong-dominance rationality of i,
when i knows T−i(ω) she cannot play it in ω. Thus, in all states the profiles played
are in S1. But then, for all ω and i, T−i(ω) ⊆ S1

−i, and by the same argument as

above, all the profiles played must be in S2, and so on. �

4. Weak dominance

The informal argument for iterated elimination of strongly dominated strategies
can be stated verbatim for the case of weakly dominated strategies by interpreting
rationality as weak-dominance rationality. That is, a player is weak-dominance
rational if she does not play a weakly dominated strategy relative to the set of her
opponent’ profiles that she does not exclude. However, the argument that common
knowledge of weak-dominance rationality implies iterative elimination of weakly
dominated strategies is flawed. Suppose that a process of iterative elimination of
weakly dominated strategies ends with a set of profiles Sm. If, as the argument
goes, common knowledge of weak-dominance rationality implies that the strategy
profile must be in Sm, then players know it. Thus, weak-dominance rationality
requires only that each player i does not play a strategy which is weakly dominated
relative to Sm

−i. However, along the process we eliminated strategies of i relative to
sets of profiles that reflect less knowledge. Since weak dominance does not have the
monotonicity property in Claim 1, these eliminated strategies may not be weakly
dominated relative to Sm

−i and thus their elimination is not justified in view of the
player’s knowledge.

In the following example we demonstrate, at this point still informally, how
common knowledge of weak-dominance rationality implies a process of elimination
different from iterative elimination of weakly dominated strategies.

Example 1. Consider the game on the left side of Figure 1, and assume that it
is common knowledge that the players are weak-dominance rational. There is a
unique dominated strategy in this game, strategy R, which is weakly dominated
by C. However, eliminating strategy R may be unjustified, as was pointed out in
explaining why the informal argument for iterative elimination of weakly dominated
strategies is flawed; It is possible that player 2 is weak-dominance rational and
nevertheless plays R if she knows that player 1 does not play B. Since we have
not discovered at this stage what player 2 knows about player 1’s strategy when
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there is common knowledge of weak-dominance rationality, we cannot eliminate the
possibility that she plays R. But, obviously, if player 2 is weak-dominance rational
and she does play R it must be because she knows that player 1 does not play B.
Thus, the only thing we can infer from player 2’s weak-dominance rationality is
that the profile (B,R) cannot possibly be played. We refer to this profile as a flaw
of the weakly dominated strategy R. We eliminate this profile and get the set of
profiles with non-blank payoffs in the second table from the left, which we denote
by T 1. We conclude that when players are weak-dominance rational, the profile
played should be from this set.

Now, since the players know that they are weak-dominance rational, they know
that the profile played is in T 1. Thus, if player 1 plays B, she excludes the possibility
that player 2 plays R, and she knows that player 2 plays either L or C. Relative
to this knowledge, strategy B is weakly dominated by M. However, we cannot
eliminate strategy B since it is possible that player 1 knows that player 2 plays L
in which case B is not weakly dominated by M. But we can conclude by player 1’s
weak-dominance rationality, that if she does play B it must be the case that she
knows that the profile (B,C), the flaw of B relative to player 1’s knowledge, is not
played. Hence, we eliminate this profile and the set T 2 of the remaining profiles is
depicted in the third table from the left. We conclude that when players know that
they are weak-dominance rational then the profile they play must be in T 2.

When players know that they know that they are weak-dominance rational, then
they know that the profile played is in T 2. If player 1 plays either C or R then,
being weak-dominance rational, it must be the case that she excludes the possibility
that player 1’s strategy is M, because in that case L is weakly dominant, given her
knowledge, which contradicts her weak-dominance rationality. Thus, we eliminate
(M,C) and (M,R), the flaws of M, and the remaining set of profiles, T 3, is presented
in the last table.

At this stage we cannot eliminate any profile from T 3 and we conclude that if
there is common knowledge of weak-dominance rationality, then the strategy profile
played should be in T 3.

Note that there exists a unique process of iterated elimination of weakly domi-
nated strategies, in which the order of elimination is R, B, C. The remaining profiles
are (T,L) and (M,L). Thus this process results in a smaller set of profiles than the
process described above. However, common knowledge of weak-dominance ratio-
nality does not imply that only one of these two profiles is played. Indeed, if this
were the case, then under the assumption of common knowledge of weak-dominance
rationality player 1 knows that player 2 is playing L. But, then B is not weakly
dominated given player 1’s knowledge. The elimination of B is justified only if C is
considered possible by player 1 when she plays B.

4.1. Eliminating flaws. We generalize the process described in Example 1; it is
not the weakly dominated strategy which is the culprit that has to be eliminated,
but rather the profiles in which this strategy is played in which the player is strictly
worse off in comparison to the dominating strategy. We define it formally.

Definition 4. The profile (si, t−i) is a flaw of si relative to T−i ⊆ S−i, if t−i ∈ T−i

and there exists some mixed strategy σi of i that dominates (strongly or weakly)
si relative to T−i such that hi(σi, t−i) > hi(si, t−i).



WEAK DOMINANCE 7

It is straightforward to show that flaws relative to some set have a property,
stated next, which is similar to the monotonicity of strongly dominated strategies
in Claim 1.

Claim 2. (monotonicity of flaws) If (si, t−i) is a flaw of si relative to T−i, and
t−i ∈ T ′

−i ⊆ T−i, then (si, t−i) is also a flaw of si relative to T ′
−i.

A process of iterative elimination of flaws of weakly dominated strategies consists
of sequence of strategy profile sets S0, S1, . . . , Sm, where S0 = S, and for each
k > 0, Sk is obtained by eliminating from Sk−1 some profiles (si, t−i) for some
players i, where si is weakly dominated relative to {t′−i | (si, t′−i) ∈ Sk−1}, and
(si, t−i) is a flaw of si relative to the same set. The set Sm has no profiles that can
be eliminated.

A process of iterative elimination of flaws of strongly dominated strategies is
similarly defined, by changing “weakly dominated” in the previous description to
“strongly dominated”.

Due to the monotonicty property in Claim 2, iterative elimination of flaws has
the desired property that all processes end in the same set of profiles.

Proposition 2. All processes of iterative elimination of flaws of weakly dominated
strategies end at the same set of profiles, and all processes of iterative elimination
of flaws of strongly dominated strategies end at the same set of profiles.

Proof. For any subset A of profiles denote by f(A) the subset of profiles in A
that cannot be eliminated in the following sense. The set f(A) consists of all
profiles s ∈ A such that there is no i for which si is weakly dominated relative to
{t′−i | (si, t′−i) ∈ A}, and s = (si, s−i) is a flaw of si relative to the same set.

We show that f is monotonic, that is, if B ⊆ A, then f(B) ⊆ f(A). Indeed,
suppose s is not in f(A). We show that s is not in f(B). If s is not in B then
obviously it is not in f(B). Assume that s ∈ B. Then s ∈ A \ f(A), and therefore
for some i, si is weakly dominated relative to {t′−i | (si, t′−i) ∈ A}, and s = (si, t−i)
is a flaw of si, relative to the same set. By Claim 2, s is a flaw of si relative to
{t′−i | (si, t′−i) ∈ B}, and therefore it is not in f(B).

A process of elimination of flaws of weakly dominated strategies is a sequence
S0, S1, . . . , Sm, where S0 = S, f(Sm) = Sm, and for each k ≥ 0, f(Sk) ⊆ Sk+1 ⊆
Sk. Suppose that Ŝ is the last set in another such process. We show by induction
on k that Ŝ ⊆ Sk. Thus, in particular, Ŝ ⊆ Sm which shows that any two processes
end with the same set. As S0 = S, the claim for k = 0 is obvious. Suppose that
Ŝ ⊆ Sk, for k < m. Then, by the monotonicity of f and the definition of the
iterative process, Ŝ = f(Ŝ) ⊆ f(Sk) ⊆ Sk+1.7

The proof for elimination of flaws of strongly dominated strategies is the same.
�

7The proof hinges on only two properties of the function f : it is a contraction, that is, for
each A, f(A) ⊆ A, and it is monotonic. Thus, we proved that for any monotonic elimination
function, all processes of iterative elimination converge to the same fixed point. Monotonicity alone

guarantees, by Tarski’s fixed point theorem or Kleene’s fixed point theorem, that the sequence
f(S), f2(S), . . . converges to the largest fixed point of f . In particular, the set of profiles that
survive iterative elimination of flaws of weakly (strongly) dominated strategies is the largest fixed

point of this type of elimination, and hence it subsumes any set of profiles that do not have flaws
of weakly (strongly) dominated strategies.
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Note, that if si is strongly dominated relative to T−i, then for all t−i ∈ T−i,
(si, t−i) is a flaw of si relative to T−i. Thus, a process of iterative elimination
of strongly dominated strategies is in particular a process of iterative elimination
of flaws of strongly dominated strategies, in which all the profiles that contain a
certain strongly dominated strategy are eliminated in one round. Thus, in view of
Proposition 2 we conclude:

Corollary 1. The set of profiles that survive iterative elimination of strongly dom-
inated strategies coincides with the set of profiles that survive iterative elimination
of flaws of strongly dominated strategies.

However, as demonstrated in Example 1, the set of profiles that survive iterative
elimination of flaws of weakly dominated strategies may differ from any set of
profiles that end a process of iterative elimination of weakly dominated strategies. It
is the first process that captures common knowledge of weak-dominance rationality,
as we show it in the next subsection.

4.2. Common knowledge of weak dominance rationality formalized. We
first define weak-dominance rationality analogously to strong-dominance rationality
in Definition 3, and then state our main result. This definition is a set theoretic
rendering of the statement that there is no strategy that the player knows is not
equivalent to her actual strategy but knows that it yields her as high payoff as her
actual strategy.8

Definition 5. Player i is weak-dominance rational in state ω if the strategy she
plays at ω is not weakly dominated relative to the set of her opponents’ profiles
which are not excluded by her knowledge at ω. That is, there is no strategy of hers
that weakly dominates si(ω) relative to the set T−i(ω) = {s−i(ω

′) | ω′ ∈ Πi(ω)}.

Proposition 3. If it is common knowledge that the players are weak-dominance
rational, then the strategy profiles played survive the iterative elimination of flaws
of weakly dominated strategies.

Proof. The proof, like that of Proposition 1, mimics the iterative process. Let
S0, . . . , Sm be a process of iterative elimination of flaws of weakly dominated strate-
gies. Since weak-dominance rationality of all players is common knowledge, players
are weak-dominance rational in each state. Therefore, for any state ω and player
i, s(ω) must be a strategy in S1. Otherwise, for some ω and i, s(ω) = (si, s−i)
where si is weakly dominated relative to S−i, and (si, s−i) is a flaw of si rel-
ative to S−i. But, if so, then by Claim 2, si is also a flaw of si relative to
T−i(ω) = {s−i(ω

′) | ω′ ∈ Πi(ω)}. This implies that si is weakly dominated with
respect to this set, which contradicts our assumption.

Now, as s(ω) ∈ S1 for each ω, T−i(ω) = {s−i(ω
′) | ω′ ∈ Πi(ω)} ⊆ {s′−i |

(si, s
′
−i) ∈ S1}. Therefore, for each ω, s(ω) ∈ S2, or else, for some i, s(ω) = (si, s−i)

is a flaw of si relative to {s′−i | (si, s′−i) ∈ S1} and hence, by monotonicity, also
relative to T−i(ω), which contradicts the weak-dominance rationality of i at ω. The
argument for the next stages is similar. �

In light of Corollary 1, Proposition 1 can be restated analogously to Proposition
3.

8For a formal representation of this statement in terms of knowledge operators, see
Hillas and Samet (2013).
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Proposition 4. If it is common knowledge that the players are strong-dominance
rational, then the strategy profiles played survive the iterative elimination of flaws
of strongly dominated strategies.

We conclude that iterative elimination of flaws captures both the case of com-
mon knowledge of strong-dominance rationality and common knowledge of weak
dominance rationality. Iterative elimination of strongly dominated strategies coin-
cides with iterative elimination of flaws of such strategies. This coincidence does not
hold in the weak dominance case, and the iterative elimination of weakly dominated
strategies fails to capture common knowledge of weak-dominance rationality.
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