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Abstract

I assemble a new dataset of global corporate acquisitions and sales at the firm
level to analyze multinational expansion patterns. Four facts emerge:
1) the number of acquisitions per firm has a Pareto distribution; 2) firms expand
into industries and countries with a similar Pareto pattern; 3) entrants into un-
popular industries or countries are large, as measured by global sales; and 4) at
the firm level, industrial diversification and internationalization are simultane-
ous. I present a model of balls falling into bins to understand the probability
mechanics of multiproduct firms. The model takes as given the size distribution
of firms and makes predictions about the probabilities of particular allocations of
goods in the country and industry dimensions. Surprisingly, I find that it quan-
titatively reproduces the observed entry regularities, including those that relate
to sales. The conclusion is that multinational firms are approximately like a ran-
dom collection of identical size goods. In a more standard model, I propose a
multi-industry-country model in which firms produce in their core competence
activities.
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1 Introduction

The activities of multinational firms are the most prominent feature of globalization.

Table 1 summarizes data on aggregate exports and foreign direct investment, FDI, by

affiliates of multinational firms. Sales of foreign affiliates represent nearly double the

value of world exports1. Interestingly, affiliates concentrate on selling to local markets

rather than on exporting. In fact, only 14% of affiliate sales are exports. Together,

these facts point to FDI being quantitatively more relevant than exports as a means to

reach foreign markets.

Percentage

World sales of foreign affiliates/world GDP 58
World exports of goods and non-factor svces./world GDP 23
World exports of foreign affiliates/world exports 35
World exports of foreign affiliates/total sales of affiliates 14

Table 1: World trade and sales by foreign affiliates, UNCTAD

This paper presents a new dataset and novel facts on the activities of multina-

tional firms, provides a probabilistic model to understand the patterns in the data, and

presents an economic model that replicates the observed facts. In the empirical part,

I construct a new firm level dataset on international acquisitions and global sales of

the acquiror to analyze the expansion patterns of multinationals from and into multiple

country-industry pairs2. I then uncover the determinants of the expansion of multi-

national companies across industries and countries. In particular, I ask the following

questions. How do multinational companies expand? Are industry and country dimen-

sions similar? What firm, industry, and country characteristics influence expansion?

1Foreign direct investment, FDI, is recorded when either a merger or an acquisition occurs or when
greenfield investment is performed. The former occurs when a foreign citizen either acquires more than
10% of the capital of a company, and the latter when a new plant is opened.

2The dataset combines two different sources. The fist source, SDC Platinum, provides data on
international mergers and acquisitions, M&A, while the second, Worldscope, has accounting data for
firms that are listed in a stock market. For more details see section 2
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The first contribution is to provide evidence on multinational firms’ FDI expansion

patterns. Unlike the previous literature, I look at firm population distributions. Four

main new facts emerge.

The first finding is that few firms do many acquisitions and most just a few; more

precisely, in log scale, the number of firms that make exactly n acquisitions is propor-

tional to n. This is known as a Pareto distribution3. To my knowledge, it is the first

time that such a relation has been documented in the context of FDI originating from

multiple sources4. This is an interesting fact because it is well known that firm size

follows a Pareto density, see e.g. Axtel (2001), Gabaix (2008) or Sutton (1997), and so

the data suggests a connection between the two.

The second fact looks at the number of acquisitions in two independent dimensions:

industry and country. Interestingly, the same Pareto distribution emerges when one

looks at the number of different industries or countries. This is surprising because

the microeconomic determinants of entry into an industry are expected to be very

different from those of entry into countries. Nonetheless, firms acquire affiliates in both

dimensions with a similar intensity. The result suggests that there is a common driving

force pushing for expansion in both the country and industry dimensions.

Third, to analyze the determinants of entry into industries and countries, I again

open up both dimensions independently. For each dimension, I look at the relation

between sales and the number of entrants at a given destination, which is a country or

an industry depending on the dimension we are looking at, conditional on the multi-

nationals’ home industry or country respectively. I find that entrants into less popular

destinations are characterized by higher average global sales. To fix ideas, take the

industry dimension: conditional on the main business line of a firm, large firms are the

3I obtain the Pareto exponent using the method described in Gabaix and Ibragimov (2007).
4See Irrarazabal, Moxnes, and Opromolla (2008) for related evidence on Norwegian FDI.

3



ones that enter industries where few other firms from their home industry do. The same

basic pattern holds both for industries and countries.

Fourth, I find a positive relation between entry into multiple countries and indus-

tries, suggesting that firms expand similarly in both dimensions, exploiting profitable

opportunities in available markets.

The second contribution views the uncovered patterns as the result of a probability

model. The framework is designed to ask the question: Are multinational firms like

a random collection of identical size goods?. The physical environment is as follows.

Take a given number of balls and throw them independently into K bins. Each ball

lands in a category k, according to some probability pk. Balls are the equivalent of

acquisitions and bins are either countries or industries, depending on the dimension I

analyze. Larger firms are represented by more balls, but each ball has the same size

for all firms and the structure of the bins is constant. Hence, I reframe the framework

in Armenter and Koren (2008) and obtain a broader set of implications which are firm

population distributions as opposed to just aggregate means. Using this model, I can

separately study the role of the distribution of the number of acquisitions and how

these are allocated across industries and countries. Surprisingly, the model is successful

in quantitatively matching the regularities uncovered in the data, including those that

relate to sales. Multinational firms are approximately like a random collection of equal

sized projects.

In the last section, I develop an economic model that captures the features that

the probabilistic model shows are important. It is a unified theory of industry and

country firm entry choice based on Chaney (2008). In this model, firms concentrate

their activities around their core competency, which is defined by the country of origin

and industrial expertise. It uses the following structure. Firms are born in a country-

sector pair and are heterogenous in their cost. Each firm receives a random number
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of goods to produce in each and every sector and it’s production costs are larger in

sectors that are more different and in more distant countries. For each good, there are

bilateral industry-country fixed costs of production that induce selection into markets

so that only the most productive firms enter in more remote industries and countries.

Hence, the key new ingredients of the model are a random number of products at the

firm level and asymmetries in the industry-country entry costs. Explicitly modeling

core competencies, Eckel and Neary (2010) and Mayer, Melitz, and Ottaviano (2009)

deal with multiproduct exporters but consider asymmetries only in the country and

industry dimension respectively5. Bernard, Redding, and Schott (2009a) model the dy-

namics of product switching at the firm level but do not attempt to explain production

of technically related goods within firms. Arkolakis and Muendler (2008) use a microe-

conomic motivation to explain why in Brazilian exporter data, the number of products

and average sales per product are correlated within, but not across, destinations.

The FDI literature has typically not dealt with firms that produce in several different

industries6. Navaretti and Venables (2004) contributed to the evidence of multinational

companies’ behavior and modeled mergers and acquisitions, M&A, and greenfield in-

vestment, as having different fixed costs. Using aggregate bilateral measures of FDI,

Ramondo (2006) uses a model of head-to-head competition and decreasing returns to

scale at the firm level to deliver implications about sales and the number of affiliates

for each bilateral country pair and performs counterfactual experiments of bilateral tax

reductions. Focusing on M&A only, Head and Ries (2008) propose a proximity-ability

5The two papers have different goals. The former is concerned with multiproduct firms in Cournot
competition, while the latter analyzes how destination country economic conditions affect the product
mix of exporters.

6Although not directly related to my paper, relevant to the field are the theoretical foundations of the
property rights approach to multinational ownership, Antràs (2003) and Antràs and Helpman (2004),
as well as Nunn (2007), who provides evidence on the effects of input contractibility on international
trade. Also relevant, are Carr, Markusen, and Maskus (2001) who simultaneously model vertical and
horizontal FDI and provide simulated results for the nonlinearities the model delivers.
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trade-off to explain headquarter ownership in a multicountry model and use aggregate

bilateral M&A to estimate a structural gravity equation that resembles the one in the

trade literature. The so called proximity-concentration is the basis of Helpman, Melitz,

and Yeaple (2004), who propose a model of heterogenous producers that choose to access

a market through exports or FDI. Nocke and Yeaple (2007) analyze the same margin but

also consider the effect of combining firm abilities through mergers. I do not focus on

the proximity-concentration trade-off since the data shows the importance of bilateral

costs in the industry and country entry patterns of multinational firms. Furthermore

half my data sample is services where such a trade-off doesn’t apply. Nocke and Yeaple

(2008) focus on the assignment of firm resources that occurs through mergers. While

I produce a rich set of firm patterns that I go on to model, intrafirm reallocation of

resources is something I do not observe.

The related empirical contributions are more limited in number. Feinberg and Keane

(2005) use BEA data on US multinationals to show evidence on the small fraction that

affiliates ship back to parents. The result is in line with Hortaçsu and Syverson (2007)

who find the same for vertically related US plants. They both put an upper bound on

the importance of intrafirm trade for vertical links. Alfaro and Charlton (2010) is the

only reference that has comparable data to mine but it uses it in a very different way.

They use a large ownership cross-section of companies to regress measures of multina-

tional activity on bilateral industry-country factor intensity variables in a comparative

advantage regression. They conclude that SIC proximity matters for ownership. Eaton,

Kortum, and Kramarz (2009a) use export shipment data and sales for French firms to

estimate an extended Chaney (2008)-Melitz (2003) model.

The remainder of the paper is organized as follows. Section 2 of the paper includes an

explanation of the construction of the dataset and the empirical regularities I uncover.

In section 3 I introduce the statistical model and in section 4 the economic model.
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Section 5 concludes.

2 Evidence

2.1 Firm level data sources

I combine two datasets with complementary information. The first data source is SDC

Platinum, which is the most comprehensive data source on international mergers and

acquisitions, M&A. It has been recording deals since 1985 to date. Specifically, industry,

country of origin, deal value and several other data items are collected for target and

acquiror as well as their Ultimate Parents, UP7.

The second source, Worldscope, tracks listed companies in 59 countries since 1980.

It is the source for financial and balance sheet data. Both datasets are matched using

common identifiers: sedol and datastream code8. The result is a micro dataset at the

firm level on global M&A deals from 1985-2007 with global sales data for the acquiror

UP9. Table 2 presents an overview of the data.

Variable Observations

Number of deals 109,381
Number of deals with sales data for acquiror 59,753
Number of companies 32,605
Number of companies with sales data 9,293

Table 2: Data overview

There are nearly 110,000 completed cross-border deals in the dataset of which around

60,000 have acquiror UP sales data. The number of companies refers to ultimate par-

ents, which will be the basic firm unit in the empirical analysis. Figures are constructed

7See table 8 for all data items in SDC Platinum.
8Breinlich (2008) uses a similar procedure to match SDC Platinum and Compustat Global.
9The data item in Worldscope is wc1001.
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using the most data available, so if sales data are not necessary for a given graph, all

deals are used10. Table 12 shows that nearly 90% of deals are acquisitions the remaining

being mergers so I will frequently refer to deals as acquisitions. As shown in table 11,

the acquiror UP’s in the dataset come mainly from developed economies. Because a

large fraction of inward and outward FDI takes the form of M&A in developed coun-

tries11, the dataset is likely to be representative of international investment to and from

rich countries. In fact, over the 1985-2001 period and for 29 OECD countries, Head and

Ries (2008) show that the ratio of SDC M&A data to UNCTAD FDI data is 0.82 for in-

flows and 0.7 for outflows12. The map in Figure 9 shows the distribution of acquisitions

originated in a given country, confirming that OECD countries are well represented.

2.2 Empirical regularities

We start by looking at a Pareto distribution for the number of acquisitions in Figure

1. Note how the number of firms with given number of acquisitions decays linearly

on a log-log scale. One is tempted to think that the firm size distribution is lurking

behind such a regularity: that larger firms acquire more and in proportion to their size.

Surprisingly, this regularity can be found again in Figure 2, which reports the number

of firms that enter into any given number of different industries or countries13. Note

the remarkable similarity between the country and industry figures. While entry into

industries is theoretically driven by very different primitives from entry into countries,

10While I include all completed deals, in fact, 95% of them are classified as FDI using the standard
definition, ie, the percentage of capital acquired is larger than 10%. Results are robust to dropping
observations that do not conform to the FDI definition. In terms of actual corporate control, 79%
of deals with percent acquired 50% or more. I exclude LBOs, spin-offs, recapitalizations, self-tender
offers, exchange offers, repurchases and privatizations. Results are robust to dropping merger deals.

11See UNCTAD (2000).
12See table 2 in their paper. In another perspective on the data comparability, the correlation of

FDI and the M&A data from SDC is 0.9, for both outflows and inflows.
13All figures report results at 2-digit SIC level but virtually identical results are obtained at 4-digit

SIC.
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there seems to be an underlying force pushing with a very similar intensity in both

directions. The Pareto shape of the figures is also noteworthy, showing that few firms

go to many destinations and most go to just a few. It is known that the upper tail of the

sales distribution is Pareto and that firms that engage in international businesses are

much larger than the average. It follows that a firm effect, whether we call it quality,

efficiency or ability, is a candidate responsible for the similarity of the industry and

country figures and the inherited Pareto shape.

So the next step is to figure out the role of ability. I use global sales as a proxy

for ability because I do not observe sales by destination or industry. Following Eaton,

Kortum, and Kramarz (2009a), Figure 3 shows the relation between selling in k-or-more

destinations and average global sales14. Again, both industry and country dimensions

have very similar Pareto shapes. A possible interpretation of this figure is that more

able firms enter more markets. However, in this figure there is a mechanical relation

since firms that are present in more destinations will be on average larger. To address

this potential reverse causality, I look at the data from the perspective of the implicit

popularity of destinations.

Figure 4 shows the relation between average global sales and entry patterns by

destination popularity. It is constructed in the following way. From each source, be

it an industry or a country, I rank all destinations based on the number of entering

firms. Then, I compute average sales of firms that enter each ranked destination. Each

dot then represents firms from all sources into their k-th most popular destination and

hence the southeasternmost dot is rank number one and it has the largest number of

firms entering; the closest dot to the west is rank number two and so on. To provide an

example, let’s look first at table 9 which shows the most popular country destinations

14Since firms perform acquisitions in multiple years, I use the global sales for the firm on the year
of it’s last acquisition as measure.
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for firms from USA, Japan and Germany. Now, in the southernmost dot, there are

US firms going to UK, and German and Japanese firms going to US, since, from their

countries of origin those are the most popular destination countries. This is done for

all ranks15.

The figure shows a negative relation between popularity of destinations and sales

of entrants, i.e., entrants into unpopular destinations are on average larger than en-

trants into more popular destinations. Again, note the similarity between industry and

country figures and it’s Pareto shape. This figure again points to a common underly-

ing determinant of entry into countries and industries. Note that there is no in-built

relation between market popularity and the scale of global sales. A company entering

an unpopular destination, will automatically increase its sales by some amount but,

being unpopular, if anything that amount would be smaller and not larger than if the

destination was more popular. So global sales in the figure are measuring a firm size

effect that is independent from destination market size.

Figure 5 shows that the relationship just described disappears when I do not con-

dition on industry or country source. I interpret this result to mean that the force that

impedes entry into a destination is source dependent, ie, there is an implicit bilateral

distance effect. What industries are more frequently entered by a firm depends on it’s

”home” industry, and what countries are more frequently entered by a firm depends

on it’s ”home” country. For example, a firm in the ”Plastic materials” industry, SIC

28, will be more likely to enter ”Chemicals and Chemical Preparations”, SIC 28, than

”Industrial Machinery and Equipment”, SIC 50. Analogously, a French firm is more

likely to go to Belgium than to China, whereas for a Taiwanese firm the opposite would

be true.

Also remarkable is the similarity of the relationships across figures. Table 3 presents

15See table 10 for a list of industries ranked by popularity regardless of industry of origin.
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the results of an OLS regression of the variable of interest on the number of firms.

Mathematically,

ln y = α + β lnNumberoffirms (1)

, where the dependent variable y is respectively the number of acquisitions, number

of different industries, number of different countries, average sales of firms entering

k-or-more industries/countries, average sales of firms entering k-th most popular indus-

try/country. Surprisingly, the slope parameter β is remarkably similar for a given figure

in both the industry and country dimension. Even more surprising is that across the

figures the slopes are very close.

Figure 1: total number Figure 2: Different number Figure 3: K-or-more Figure 4: Popularity

(1) (2) (3) (4) (5) (6) (7)

ln #deals ln # industries ln # countries Sales, Industry Sales, Country Sales, Industry Sales, Country

Log number firms -0.51 -0.35 -0.37 -0.28 -0.31 -0.35 -0.36
(0.01) (0.01) (0.01) (0.03) (0.02) (0.02) (0.02)

Constant 5.00 3.73 4.00 18.44 18.54 17.98 17.93
(0.03) (0.03) (0.04) (0.14) (0.11) (0.10) (0.10)

Observations 142 43 45 45 49 57 81

R2 0.92 0.97 0.96 0.64 0.78 0.85 0.80

Table 3: Log(value) on Log(number of firms). The table shows regression results of
ln y = α + β lnNumberoffirms, where respectively, y=Number of acquisitions, num-
ber of different industries, number of different countries, average sales of firms entering
k-or-more industries/countries, average sales of firms entering k-th most popular indus-
try/country. Note the remarkably similarity of the industry and country dimensions for
each figure and the surprising similarity across figures. Standard errors in parenthesis.

The similarity between the industry and country evidence suggests that firms take

industries and countries as sources of profits. However, the previous figures were one-

dimensional in that they looked at either country or industry entry in isolation, ab-

stracting from the other dimension. So it could be that some firms specialize in indus-

try expansion and others in country expansion. They could also expand unrelatedly or
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on both dimensions simultaneously. If any of the two former expansion strategies were

observed, it would cast doubt on the idea that industries and countries are similarly

used as means to enhance profits and that a core ability drives expansion.

Figure 6 shows the positive link between industry and country expansion for a

given company. Companies that tend to acquire in multiple industries also do it in

multiple countries. This supports the similarity of the country/industry entry patterns

previously shown as well as reinforces the view of acquisitions as a means to replicate

activity. In other words, firms don’t care much whether they use their ability to enter

into a new industry or a new country, they just try to extend their know-how into as

many activities and locations as possible.

If this view is correct, just like physical geography imposes limits to expansion,

we should find firms are clustering certain business lines. Firms should be bundling

together the activities that they know how to perform. We already got a sense that

such a pattern is important by looking at how figure 4 changes by not conditioning

on the ”home” industry. Another way to uncover such a pattern is to look at the

rough data and ask whether the observed industry clustering could have arose from

chance. In categorical analysis, contingency tables are used to measure association and

test whether populations fall into categories in a statistically independent way. For

illustrative purposes, table 4 presents the distribution of deals across acquiror ultimate

parent and target one-digit SIC industries. The first fact that stands out is the intensity

of the diagonal, ie, horizontal deals are extremely prevalent at this level of aggregation16.

Second, given an acquiring industry, the fraction of deals into each target industry is

far from uniform.

To measure the degree of association formally table 5 shows the Chi2 statistics

16They still are the most prevalent one at 4-digit SIC as shown in subsection 6.5.
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Acquiror UP SIC
Target SIC 1 2 3 4 5 6 7 8 Total
1:Mining, Construction 64.3 3.0 3.2 3.9 4.7 4.9 1.2 4.1 7.2
2:Manufacturing, light 6.1 65.3 7.0 4.4 10.7 12.2 2.5 6.8 17.1
3:Manufacturing, heavy 9.5 9.2 62.5 7.1 14.1 13.3 5.8 11.2 21.4
4:Transport, Communication 5.2 2.1 2.9 58.7 4.5 7.5 4.9 3.5 8.9
5:Trade 4.3 9.5 9.0 6.0 49.2 6.7 4.7 3.8 9.5
6:Finance, Insurance 4.3 2.8 3.5 3.8 5.3 38.2 4.2 5.0 13.2
7:Business, Hotels, Recreation svces 3.3 5.1 9.1 13.4 9.6 13.2 68.9 18.7 17.2
8:Health, Legal, Engineer. svces 3.1 3.1 2.8 2.7 1.8 4.1 7.9 47.0 5.5
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Table 4: Contingency table at one digit SIC

of association at 2-digit SIC17. I present results for all deals and for non-horizontal

deals only. In both cases I obtain a high value for the statistic and consequently a

negligible P-value, indicating a very small probability of the data coming from deals

falling into categories randomly18. This results are in line with Bernard, Redding, and

Schott (2009a), who, using data for US exporters, find a strong tendency for product

co-production, and with Alfaro and Charlton (2010) who find SIC proximity to be

relevant in international ownership links.

Observations Chi2 P-value

All deals 109381 1174384 0.000
Non-horizontal deals 68796 116845 0.000

Table 5: Contingency table: Association statistics at 2 digit SIC

The last piece of evidence that will be important for the modeling in section 4 is

presented in Figure 7. The number of entrants rises with destination country size,

as measured by GDP, with a slope in log scale very close to one. This pattern is

incompatible with Eaton and Kortum (2002) but in line with Chaney (2008) and Melitz

(2003), and hence it pushes towards a model that includes fixed costs of acquisitions.

17The statistic is computed as
∑

i,j

(
(Observedij−Expectedij)

2

Expectedij

)
and it is the standard statistical test

for association of categorical variables. The statistic has a Chi square distribution with degrees of
freedom, dof=(Number of rows-1)(Number of columns-1).

18See section 6.4 for another perspective on this issue.
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3 A Probabilistic Model of FDI

In this section, I use a probabilistic model to understand match the data. It is a simple

mechanical model to understand how firms spread into new industries and countries. In

the model, a firm is a discrete number of projects which are allocated probabilistically

into industries or countries. The physical experiment consists of placing balls, projects,

into mutually exclusive categories of different size, industries and countries. After a

number of balls has been thrown into the set of bins, the joint distribution of the

number of balls in each category is given by the multinomial probability function.

The economic interpretation is that larger firms have more projects, which, depending

on the experiment, are placed into country or industry bins in proportion to their

size. In expected terms, larger countries, as well as larger industries, attract more

balls. The model takes as given the number of balls distribution, i.e. the number of

acquisitions cross-sectional distribution, and makes predictions about all the regularities

introduced in section 2. The model is related to Armenter and Koren (2008), who focus

on understanding the effect of data sparsity on single destination and single product

exporters as well as the number of zeros in bilateral trade. However, I reframe the

model to ask: Are multinational firms a random collection of equal size projects?

The model is stylized and it’s statistical properties are such that it fits the data

really well. It is the most basic statistical structure that any economic model needs

to have if it is to replicate the uncovered regularities19. Since the model departs from

the usual treatments of FDI, to provide context on the contribution of this paper, it

is worthwhile to note two connections with the literature. First, Gabaix (1999) uses a

dynamic probability model to explain the regularity that the distribution of city sizes

follow Zipf’s Law. Analogously, I use a static probabilistic model to replicate new

19Similar regularities to the ones that I uncover for FDI, were first found for French exporters in
Eaton, Kortum, and Kramarz (2009a).
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and striking regularities in FDI. Second, related literature uses mechanical models to

understand data regularities20. In this sense, when the model misses a fact, we learn

what missing elements could make for a better fit. In particular, we can learn about

when the intensive margin, or sales per good, could play a role in improving the fit of

the model.

We can also view the framework as an alternative to the the two established refer-

ences. In Eaton and Kortum (2002), exporters compete head to head to serve markets

and the lowest cost supplier wins. Because the probability of supplying a good depends

only on costs, the model has the implication that the number of entrants is unrelated to

the size of the destination market. This is at odds with the data. The other workhorse

model in international economics is Melitz (2003)-Chaney (2008). Here firms compete

monopolistically and entry costs are required to export. Hence, this models imply

a deterministic entry pattern by which all firms that are more efficient than a cutoff

level find profitable to export. However, Bernard et al. (2003) show that exporters come

from all over the size distribution. Moreover, Armenter and Koren (2009) show that the

amount of randomness required for the model to match the size premium of exporters

found in the data is extremely large. If our models of entry cannot square these first

order facts, then the theory of entry into markets still requires further contributions.

This probabilistic model of entry can be viewed as a step in that direction.

The motivation of the model is the following. In the spirit of Lucas (1978), the

talent of manager and the technological restrictions on it’s span of control determine

the optimal number of projects that compose a firm. In this way, the managerial ability

distribution determines the distribution of firm sizes, which in my model is the number

of projects or acquisitions. These projects in turn need to be found by the managers.

For each project of each firm there is a search process of the country and industry of

20For example, see Ellison and Glaeser (1997) and Head and Ries (2005).
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destination and all discovered projects are undertaken.

The description of the physical environment is as follows. There are n ∈ N balls and

K ∈ N mutually exclusive categories indexed by k ∈ 1, 2, ..., K. Balls, which represent

projects, land in categories, either industries or countries, according to their size pk,

with 0 < pk < 1 and
∑

k pk = 1 and each ball is placed into a bin independently

from all other balls. The experiment can be represented by the multinomial probability

distribution21,

Pr(n1, n2, ..., nK) =
n!

n1!n2!...nK !
pn1

1 p
n2
2 ...p

nK
K , (2)

which gives the probability of observing n1 balls in the first category, n2 in the second,

etc... after n =
∑

k nk balls have been thrown. Depending on the experiment bins

will represent industries or countries and the number of balls will be the number of

acquisitions. I will use this model to obtain information on how acquisitions made by a

firm are allocated to industries or countries, and then, using the cross-sectional number

of acquisitions distribution, make predictions about the population distributions.

As mentioned, to calibrate the model two inputs are needed: the bin sizes and the

number of balls distribution. For the former, remember bins are either countries or

industries. I take each dimension to be independent of the other but I could trivially

extend it to allow a correlation between the two. Since Figure 4 shows the importance

of conditioning on the originating industry or country, the calibration follows that struc-

ture. First, for each source i, I calibrate the size of destination j as the proportion of

acquisitions, i.e., pij = Acquisitions from i into category j
Total number of acquisitions originated in i

. Following the construction of

the regularities, then for each source i, I rearrange the destinations by popularity. Define

21At the goods level, Chaney (2008) and Eaton and Kortum (2002) imply a multinomial probability
distribution.

16



πki as the k-th most popular destination from source i. Define fi as the number of firms

from i, the probability that a firm belongs to i is Fi = fi∑
j fj

. Hence, the probability

that a project lands in the k-th most popular destination is pk =
∑

i Fiπ
k
i , k = 1, ..., K.

Since each project is found independently from all other, from this probability all the

probabilistic statements of the model can be made.

The number of balls distribution is obtained from the number of acquisitions distri-

bution observed in the data. To fit the observed Pareto distribution of the number of

acquisitions, I follow Gabaix and Ibragimov (2007) using the procedure,

log(Ranki − 1/2) = α + βlog(Ni) + εi (3)

where Ni is the number of acquisitions by firm i, Ranki is the rank of firm i based

on Ni and ε is the error term. Results are shown in table ??. The fit is very tight and

the slope coefficient is 1.14, which is the Pareto shape parameter22. Given this shape

parameter, the density of firms with exactly n acquisitions is proportional to n−2.13.

The largest acquiror performs 397 acquisitions over the whole period.

(1)
Log (rank-1/2)

Log number of deals -1.123
(-2309.62)

Constant 10.04
(19488.36)

Observations 31618
R2 0.994
t statistics in parentheses

Table 6: Log(rank-1/2) on Log acquisition number

22Given the high R2 either plugging the observed number of acquisitions distribution or using the
estimated parameter is virtually equivalent.
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Having calibrated the key elements of the model, we are ready to compute the model

analogue to each figure in section 2. Let’s start with Figure 2. In that figure, the number

of firms is related to the number of categories they reach. Defining Y to be the number of

categories reached and N the number of balls, we first need to compute the probability

that exactly m categories are given that n balls were thrown, P (Y = m|N = n)23.

Then we can move to the population moment,
∑

n P (Y = m|N = n)P (N = n), using

the fitted number of acquisitions distribution. To obtain the number of firms with

exactly m non-empty bins, I use M(N = n) = P (N = n) ∗ Observed number of firms

to compute M(Y = m) =
∑

n P (Y = m|N = n)M(N = n).

But what is P (Y = k|N = n)? It is an outcome of the model that we need to

compute. Defining X to be the number of empty bins, we have that probability that

exactly k bins are empty, conditional on n balls,

P (X = k|N = n) =
∑
a∈a(k)

Pa1...ak =
∑
a∈a(k)

(
1−

k∑
j=1

paj

)n

−
(
k + 1

k

) ∑
a∈a(k+1)

(
1−

k+1∑
j=1

)n

+

(
k + 2

k

) ∑
a∈a(k+2)

(
1−

k+2∑
j=1

)n

+ ·+ (−1)m−k
(
K

k

) K∑
j=1

pnj ,

(4)

where
∑

a∈a(k) denotes summation over all subsets a = (a1, a2, ..., ak) of k integers from

the 1, 2, ..., K categories. Note there are

(
m

k

)
terms in the sum

∑(k)
a

24. From this

expression, we can obtain P (Y = m|N = n) since Y = K −X but it is not so helpful

in terms of implementing it. The reason is the very high number of subsets that are

needed to compute even for small K25. Since the formula is not operative I simulate

23To compute this I use pk as defined above.
24See appendix section 6.6 for the derivation of this result.
25Even for a small number of balls, the number of subsets for K categories soon approaches 2K .
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the model. For each n, I conduct 100,000 simulations for each of which I compute the

number of non-empty bins. Then the estimated P (Y = m|N = n) is just the fraction

of simulations with exactly m non-empty bins. Figure 10 presents P (Y = m|N = n)

for selected m and n. Note how increasing the number of balls shifts the distribution

to the right, but each time by less.

To obtain the simulated number of firms with exactly m non-empty bins, I compute

M(Y = m) =
∑

n P (Y = m|N = n)M(N = n). Figure 11 shows the results as they

compare to the data. Simulated and observed data have a very similar slope. The size

distribution dominates in expression M(Y = m). However, in the upper tail of the

country figure the number of firms decreases very fast. While in the beginning more

balls means new categories are filled almost at the same rate, as categories are filled,

it is less and less likely that a new category will become non-empty. This effect and

the fact that few firms draw many balls generates the tail behavior26. The number of

categories is relevant too of course. Keeping constant the number of balls and say with

a uniform bin size, the more categories the experiment has, the easier that balls fall into

different bins. This is the reason the industry figure looks different from the country

figure in the upper tail. The economic model will do better in the upper tail of this

figure using an interaction between a resistance variable and efficiency. This iceberg

costs will make efficiency losses of distant markets more severe for larger firms hence

allowing for an endogenous bin size that depends on firm size.

To construct Figure 12, since the model is silent about sales, I need an assumption on

the relation between the number of balls and the value per ball. I rescale the expected

number of balls using average global sales per acquisition. The assumption is one of pro-

portionality. It gives economic content to the question: are multiproduct/multinational

26In Figure ??, this is illustrated by the initial linearity in the expected non-empty categories and a
gradual decay in the filling rate of new categories as we draw more balls.
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firms a random collection of equal size goods?. By assuming the number of acquisitions

and total sales are proportional at the firm level and across firms, I shut down the

intensive margin. In other words, I do not allow for further heterogeneity in ability

than that which comes through the number of goods, or in other words, the extensive

margin. A large firm is just more goods, but each of them with the same size as those

of a smaller firm. For this figure, I also need to compute the probability that at least k

bins are non-empty when n balls have been thrown, P (Y ≥ k|N = n), and obtain its

population number of firms counterpart, M(Y ≥ k) =
∑

n P (Y ≥ k|N = n)M(N = n).

Using the same method I have used for Figure 11, I know P (Y ≥ k|N = n). I also need

the expected number of balls given that k-or-more categories have been filled,

E(N |Y ≥ k) =
∑
n

n
P (N = n, Y ≥ k)

P (Y ≥ k)
=
∑
n

n
P (Y ≥ k|N = n)P (N = n)∑
n P (Y ≥ k|N = n)P (N = n)

, (5)

which I have written as a function of observed probabilities. The simulation results

are very close to the data both in the level of sales and in the slope. The level of

sales is determined by the proportionality assumption. So for this figure, thinking

of firms as a collection of goods of the same size approximates the data pretty well.

The slope of the figure is the combination of two effects: the size distribution and

P (Y ≥ k|N = n). When few balls are thrown it is easy to reach new categories, but

once many are dropped it is increasingly hard to do so. This implies that when few balls

are thrown the size distribution dominates and we obtain a linear shape. But to reach

many different categories is very hard: the probability is small and there are few large

firms. The combined effect creates the observed curvature for large k. Surprisingly,

both the data and the model curve in the left tail. Overall, it is remarkable how far

the proportionality assumption and such a simple allocation mechanism take us. If we
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were interested in modeling firm expansion, the results suggest that shutting down firm

ability heterogeneity and focusing on firm expansion through discrete units can go a

long way in quantitatively explaining many interesting features of entry.

Figure 13 shows the relation between sales and entry by popularity of the market.

As we have seen in section 2, it is important to condition on source to rationalize the

popularity entry patterns. In using the model, rather than conditioning on source,

generating data for all sources and then appropriately rearranging the output from all

sources, I instead simulate the results using the bin sizes and number of acquisitions

distribution I have used in the previous experiments. Conceptually, it’s just as if the

simulated data were coming from an ”artificial” source. In this way, we can easily

identify how the key ”parameters” affect the results. To obtain the expected number of

balls necessary to observe at least one in destination k, I compute,

E(N |nk > 0) =
∑
n

nP (N = n|nk > 0) =
∑
n

n
P (N = n, nk > 0)

P (nk > 0)
= (6)

∑
n

n
P (nk > 0|N = n)P (N = n)∑
n P (nk > 0|N = n)P (N = n)

Expression 6 can be calculated since all components are known. In particular,

P (nk > 0|N = n) can be obtained from the binomial distribution (n, pk) as 1−(1−pk)n

with the number of firms that enter market k given by M(nk > 0) =
∑

n P (nk >

0|N = n)M(N = n). Again, I use the proportionality assumption to rescale number

of acquisitions to global sales: I multiply equation 6 by the average global sales per

acquisition.

The results from the model are similar to the previous figure. It again points to

multinational firms as a random collection of equal size goods being a good approxima-

tion. The simulated data curves as we move to the more unpopular destinations. The
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reason is that entry becomes increasingly difficult and there are very few firms with

such a high number of acquisitions. The predicted sales, conditional on the observed

size distribution, tends to reflect only the largest firms.

The last outcome of the experiment is Figure 14. The figure is constructed by

separately calculating for industries and countries the expected number of non-empty

categories given n balls have been thrown, E(Y |N = n). Each dot represents firms

with a given number of balls N = n and the size of the dot is the density. The

question is, for a given n, how many different industries and countries should the firm

be expected to operate? The agreement between the data and the model is remarkable.

By imposing that entry into industries and countries is not related, the model behaves

quite symmetrically for both industry and country. Also, more fundamentally because

the expected number of non-empty categories increases linearly when few balls relative

to the K categories are drawn.

The model performs surprisingly well in most dimensions even if I do not allow

ball sizes to differ across firms. Since the model is silent about sales, I assume a

proportional relation exists between global sales and the number of acquisitions. With

this assumption, we learn that most heterogeneity in total size of firms as measured by

sales comes from the extensive margin. In other words, if we understand entry patterns

of firms, then their expected total sales follow. This result is in line with the findings

in Eaton, Kortum, and Kramarz (2009b), who report that most of the variation in

the bilateral trade volumes between France and it’s trading partners comes from the

number of entrants and not from increased exports per firm.
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4 A multi industry-country entry model

While firms that engage in multi-industry production represent a large part of interna-

tional sales, this feature has received relatively little attention. In my dataset, 68% of

the firms entered just one industry and generated only 10% of total FDI value which im-

plies that the bulk of the volume is performed by multi-industry firms27. The evidence

section has also shown that firm entry depends on industry and country source, e.g.

firms that start in chemicals tend to go to plastics more than they go to automobiles.

Hence, the model takes seriously the idea that firms may supply products in rather

different industries, e.g. General Electric may supply both consumer electronics and

chemical products in some countries, or only one, or none of them in some other coun-

tries. Unlike the previous literature, the model will take into account the asymmetry

of the product and geographic space and a random component in industry branching.

4.1 Production

There are N countries with each having I industries with differentiated varieties plus

one homogenous sector. Hence, there are two broad types of goods, homogenous and

differentiated. Producers are introduced in the next subsection. In the differentiated

sector, producers are born in a country h and industry i and a realization of potential

ideas for goods in all industries all of which have efficiency z. Motivated by Figures 6

and 4 that show how firms enter multiple and remarkably different industries, I model

firms as being able to potentially branch out into new industries different from their

original or core industry, but with a tendency to stay close to their know-how.

Production uses only labor with constant returns to scale; the unit cost is
wf τijhf

z

27Similarly, in the export literature single product firms, at the 10-digit HS code, are 42% but they
generate only 0.4% of export value.
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where z is a firm effect, τijhf
28 is an iceberg efficiency loss of producing goods in industry

j, foreign country f given the firm was born in industry i country h and wf is the wage

rate in a foreign country f . The motivation for an iceberg efficiency loss of producing

in a different sector is that carrying over ability to industries that are dissimilar from a

firms’ core industry is costly. Analogously, it captures the fact that monitoring assets

in a distant and culturally different destination is hard29. The idea that, by focusing on

their core abilities, firms can grow and sustain their competitive edge can be traced back

to at least Penrose (1959), where she argues that firms internal resources determines

firm expansion.

As mentioned, each firm is born with a random discrete number of goods determined

by a distribution H(n|z) where n ∈ 0, 1, 2...∞. The mean number of goods that a

firm with efficiency z draws is denoted by λ(z). A firm has a continuum of goods

potentially available in each industry, but it will discover only a discrete number of

them. This discrete number of goods is a random variable independent for each firm

and is assumed to have a larger arrival rate for more efficient firms ∂λ∂z > 0. Papers

dealing with multiproduct firms, eg, Bernard, Redding, and Schott (2009a), Bernard,

Redding, and Schott (2009b), Mayer, Melitz, and Ottaviano (2009) and Arkolakis and

Muendler (2008), assume that firm level ability automatically determines a measure

of goods to be produced. However, this is far from true in the data. As suggestive

evidence, Figure 8 presents the estimated kernel density of global sales and the number

of acquisitions30. For each level of sales, we see that there is substantial variation in the

28I assume τijhf > 1 and τiihh = 1. I also impose a triangle inequality to prevent export platform
situations, i.e., τijhf < τijhkτijkf .

29In the most basic proximity-concentration hypothesis, variable trade costs are compared to fixed
costs of opening plants to determine whether FDI or exports are used to reach a foreign market.
Helpman, Melitz, and Yeaple (2004) extend the idea to include fixed costs of exporting so that larger
firms perform FDI, middle ability firms export and the remaining only sell domestically. Implicitly
they model FDI as having τ = 1. I model FDI as being subject to variable monitoring costs in the
spirit of Head and Ries (2008). Given the assumption on the fixed cost, all results would go through
by setting τ = 1.

30The kernel density is estimated using an optimal bandwidth for estimating the probability density
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number of acquisitions. This points to the relevance of considering the nondeterministic

nature of the number of industries in which a firm sells31. The data is saying that firms

can be good in one or few goods, like e.g. in the case of a software developer, but not

be able to extend that expertise to many other goods, like e.g. GE does. By taking

seriously the observation that the number of products has a random component, I am

able to study the macroeconomic implications of the mentioned uncertainty at the firm

level.

In industry i in home country h the mass of potential producers that can produce

their good with efficiency less than z given by,

Gih(z) = Th(1− z−θ) with z > 0, (7)

where θ > 0 is an inverse measure of heterogeneity.

There is no heterogeneity in the production of the homogeneous good. It is produced

under constant returns to scale using only labor, it is freely traded and it’s price is

normalized at 1.

4.2 Demand, competition and entry

Preferences are given by,

function. The Gaussian kernel can be viewed as a particular case of this method. The optimality is
with respect to L2, mean integrated squared error more precisely. However, for discrete variables it is
merely a heuristic and one cannot guarantee optimality.

31In related evidence, using export shipment data from Brasil, Arkolakis and Muendler (2008) de-
fine the number of products as firm scope and average sale per product as scale and find that the
correlation on logs is 0.34. Conditional on their firm ability proxy, this result leaves much unexplained
heterogeneity in firms’ number of products. Moreover the same positive but not strong correlation was
found by Bernard, Redding, and Schott (2009b) for US data.

25



U = qµ0

0

I∏
i=1

(∫
Ωi

qi(ω)
σi−1

σi dω

) µiσi
σi−1

, (8)

where µ0 +
∑I

i=1 µi = 1, σi is the elasticity of substitution between two varieties in

industry i and Ωi is the set of goods produced in equilibrium in industry i. Given

the production assumptions, if the homogenous good is produced in all countries, then

wages are equalized to 1 everywhere. I will focus only on this scenario32.

A producer from (i, h) and efficiency z selling in destination (j, f) faces a CES

demand, so he charges a price that is a constant markup over marginal cost, pijhf (z) =

mj
wf τijhf

z
where mj =

σj
σj−1

. Since the mass of producers is fixed there are profits in

equilibrium and they need to be redistributed. I assume there is a mutual fund that

divides global profits, π, in proportion to population sizes.

Sales revenue of a firm with productivity z born in (i, h) that sells in (j, f) are,

rijhf (z) = pijhf (z)qijhf (z) = µjYf

(
pijhf (z)

Pjf

)1−σj
, (9)

where Pjf is the ideal price index in destination (j, f) and Yf ≡ ( π
L

+ 1)Lf is income

in country f , which is composed of labor income and dividends from the profits that

firms from all industries and countries accrue.

A firm from industry i country h must incur a fixed cost Fijhf per good that wants to

produce in industry j and country f . There is an asymmetric cost of entering industries

that depends on the original expertise of the firm. More dissimilar industries will have a

larger cost and hence firms will tend to be a collection of related industrial assets. This

32Since as I argue in the introduction, the dataset is likely to be representative of the OECD FDI
flows, I do not consider this a drawback.
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implies that even if all firms have ideas for goods in all other industries only the most

productive firms will overcome the fixed cost and actually produce some of those goods.

In this respect, it is similar to the innovation process that is the basis of the Frechet

distribution in Eaton and Kortum (2002), where most ideas are not used because they

are of too low quality to belong to the technology frontier. Here the technology frontier

of the firm is determined by it’s efficiency z, the monitoring costs τ and the cost of

entering a given industry F . Net of the entry cost, a producer from (i, h) and efficiency

z makes profits πijhf (z) =
µj
σj

(mjτijhf )
1−σjLf (

π
L

+ 1)P
σj−1
jf zσj−1 − Fijhf in destination

(j, f). Hence, the cutoff efficiency level for producers from (i, h) to produce at (j, f) is,

zijhf = P−1
jf mjτijhf

(
Fijhfσj
µjYf

) 1
σj−1

(10)

4.3 Equilibrium price index

Entry into a given destination needs to take into account all goods produced by entrants

from all industries and countries that overcome the fixed cost of entry. Also, since there

is a continuum of goods and efficiency is drawn independently for each good, we can

use the LLN to write the price index as,

P 1−σ
jf =

N∑
h=1

I∑
i=1

∞∑
nz=0

∫ ∞
zijhf

nzp(z)1−σH(n|z)dGh(z) = (11)

N∑
h=1

I∑
i=1

∫ ∞
zijhf

λ(z)p(z)1−σdGh(z), (12)

where H(n|z) is the distribution of the number of goods conditional on efficiency and

λ(z) is the mean of the distribution. I assume λ(z) = zβ and using equation 10 I obtain,
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P β−θ
jf = c2(j)

((π
L

+ 1
)
Lf

) θ−β−σj+1

σj−1
Ψjf , (13)

where Ψjf =
∑

h

∑
i Th(mjτijhf )

β−θ
(
Fijhfσj
µj

)σj−1+β−θ
σj−1

and c2(j) ≡ θ
1+θ−σj−β . Conver-

gence of the integral requires σj − 1 + β − θ < 0. Ψjf generalizes the ”multilateral

resistance” term introduced in Anderson and Van Wincoop (2004) to include entry

from all other industries. In this case, it is a measure of the remoteness of industry j

country f that takes into account variable and fixed costs of entering the location as

well as a firm size distribution effect.

Similarly, profits can be written as,

π =
N∑

h,f=1

I∑
i,j=1

∞∑
nz=0

∫ ∞
zijhf

nzπijhf (z)H(n|z)dGh(z) = (14)

N∑
h,f=1

I∑
i,j=1

∫ ∞
zijhf

λ(z)πijhf (z)dGh(z), (15)

which using equation 13 and 10 become,

π =

∑
j
µj(σj−1)

σj(θ−β)

1−
∑

j
µj(σj−1)

σj(θ−β)

L = c1L, (16)

so income is Yf =
(
π
L

+ 1
)
Lf = (1 + c1)Lf and the price index,

P β−θ
jf = c2(j)((1 + c1)Lf )

θ−β−σj+1

σj−1 Ψjf (17)
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Using 16 and 17, the cutoff for firms from (i, h) in (j, f) can be expressed as,

zijhf =

(
(1 + c1)Lf
c2(j)Ψjf

) −1
θ−β
(
Fijhfσj
µj

) 1
σj−1

mjτijhf (18)

Finally, firms from (i, h) with ability z ≥ zijhf have revenues in (j, f) given by,

rijhf (z) = µj((1 + c1)Lf )
σj−1

θ−β

(mjτijhf
z

)1−σj
(c2(j)Ψjf )

σj−1

β−θ (19)

4.4 Aggregates

In this section I introduce the aggregate implications of the model. Aggregate sales

of affiliates from (i, h) selling in (j, f) are obtained by integrating over the mass of

producers that overcome the cutoff ability level,

rijhf =

∫ ∞
zijhf

λ(z)rijhf (z) dGh(z) = (1 + c1)ThLfµj(mjτijhf )
β−θ(c2(j)Ψjf )

−1

(
Fijhfσj
µj

)1+ β−θ
σj−1

(20)

Equation 23 is an industry-generalized gravity equation where bilateral sales depend

one to one on both Th and Lf , measures of size of countries33, and both the variable and

the fixed cost of entry affect aggregate sales negatively but with different exponents.

The next two comments elaborate on the latter observation.

The effect of τ on sales depends on θ, the firm heterogeneity parameter, and on

33In fact, if Ti is proportional to Li, as Alvarez and Lucas (2005) and others assume, then we have
a symmetric effect of country sizes on bilateral sales. Given that total income in i is in equilibrium
proportional to Li we could then also substitute ThLf by YhYf which makes the expression even more
resemblant to a gravity equation.
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β, the exponent on the arrival rate of goods but it doesn’t depend on the elasticity

of substitution. The fact that firms branch into multiple industries affects the result

that sales depend only on θ that Chaney (2008) found. On the other hand, the effect

of entry costs, F , on sales depends only on θ, β and σ. Again, firms branching into

multiple industries also affects the equivalent result in Chaney (2008), since he found

sales to depend only on θ and σ. The next proposition analyzes the effect on sales of

changes in iceberg costs:

Proposition 1 The elasticity of sales with respect to iceberg costs is − d ln rijhf
d ln τijhf

= θ−β.

Proof. First, I decompose the elasticity of sales with respect to entry costs into the

corresponding intensive and extensive elasticities,

− d ln rijhf
d ln τijhf

= −τijhf
rijhf

∫ ∞
zijhf

λ(z)
∂rijhf (z)

∂τijhf
dGh(z) +

τijhf
rijhf

λ(zijhf )rijhf (zijhf )G
′
h(zijhf )

∂zijhf
∂τijhf

(21)

Assume that source (i, h) is small enough so that
∂Ψjf
∂τijhf

≈ 0. Then, using equation

19 I can write
∂rijhf (z)

∂τijhf
= (1− σj) rijhf (z)

τijhf
. The intensive margin elasticity becomes,

−τijhf
rijhf

∫ ∞
zijhf

λ(z)(1− σj)
rijhf (z)

τijhf
dGh(z) = (σj − 1) (22)

I now turn to the extensive margin. First, rewrite sales as rijhf (z) = Aijhfz
σj−1 to

obtain total sales as,
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rijhf =

∫ ∞
zijhf

λ(z)Aijhfz
σj−1dGh(z) = Thθ

∫ ∞
zijhf

Aijhfz
β+σj−θ−2 dz

=
θ

1 + θ − β − σj
ThAijhfz

β+σj−1−θ
ijhf =

1

1 + θ − β − σj
Thr(zijhf )λ(zijhf )G

′
h(zijhf ) (23)

Then, using equation 18 I rewrite
∂zijhf
∂τijhf

=
zijhf
τijhf

and obtain elasticity of the extensive

margin as,

τijhf
rijhf

λ(zijhf )rijhf (zijhf )G
′
h(zijhf )

zijhf
τijhf

= 1 + θ − β − σj (24)

Hence by adding the intensive and extensive margin elasticities I obtain the total

elasticity of sales with respect to variable costs σj − 1 + 1 + θ − β − σj = θ − β.

The intuition for the result is the following. In the case of the intensive margin, the

more substitutable goods are, σ high, the more sales will be affected by a change in τ .

For the extensive margin, when σ is low, products are not very substitutable and firms

with low productivity are still able to capture a large market share and, hence, there

is a large increase in sales. Overall, the effect of σ on both margins is opposite and the

extensive margin dominates.

The next proposition deals with the effects on sales of changes in fixed cost entry

barriers:

Proposition 2 The elasticity of sales with respect to entry costs is
d ln rijhf
d lnFijhf

= θ−β
σj−1
−1.

Proof. The elasticity of sales with respect to entry costs can be decomposed into the
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corresponding intensive and extensive elasticities,

− d ln rijhf
d lnFijhf

= −Fijhf
rijhf

∫ ∞
zijhf

λ(z)
∂rijhf (z)

∂Fijhf
dGh(z) +

Fijhf
rijhf

λ(zijhf )rijhf (zijhf )G
′
h(zijhf )

∂zijhf
∂Fijhf

(25)

Since
∂rijhf (z)

∂Fijhf
= 0, the elasticity of the intensive margin with respect to the fixed cost

is zero. Regarding the extensive margin, first note that
∂zijhf
∂Fijhf

= 1
σj−1

zijhf
Fijhf

. Then apply

the same steps as for the intensive margin to obtain
1+θ−β−σj

σj−1
= θ−β

σj−1
− 1. Overall, the

elasticity of sales of affiliates from (h, i) selling in (j, f) with respect to Fijhf is θ−β
σj−1
−1.

In this case, note that the intensive margin doesn’t depend on the fixed cost. A

change in the fixed cost induces a lowering of the productivity threshold and more

firms to enter and again, if σ is low, their sales are a large part of total sales. the

extensive margin matters

I now turn to the study of other aggregates, like the number of affiliate plants from

(i, h) selling in (j, f):

Nijhf =

∫ ∞
zijhf

λ(z)dGh(z) =
θ

θ − β
(1 + c1)ThLf (mjτijhf )

β−θ(c2(j)Ψjf )
−1

(
Fijhfσj
µj

) β−θ
σj−1

(26)

This equation again looks like an industry-generalized gravity equation and all ex-

ponents are the same as in the equation 23 except for the one in the fixed cost. More

precisely, the elasticity of sales with respect to the fixed cost is larger than the elasticity

of the number of plants with respect to the fixed cost. The reason is that in the case of

sales, the elasticity is the sum of the intensive and extensive margins, while the num-
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ber of plants is only the extensive margin that matters. While equation 26 is directly

observed in my data, equation 23 is not in my data sample.

Several models in international economics, including Eaton and Kortum (2002),

Chaney (2008) and Ramondo (2006), deliver a multinomial model for aggregate fractions

of bilateral sales. This model implies a multinomial structure that adds the missing

industry dimension. Mathematically, sales from source (i, h) in destination (j, f) over

total sales in (j, f),

rijhf
rjf

=
Thτ

β−θ
ijhfF

1+ β−θ
σj−1

ijhf∑
h

∑
i Thτ

β−θ
ijhfF

1+ β−θ
σj−1

ijhf

(27)

Keeping barriers constant, a larger country will sell more in all sectors of a foreign

destination. The same differences arise as comparing equation 23 and equation 26:

both variable and fixed barriers impede multinational production but are affected by

model parameters differently. While this fraction is not directly observed in my data,

I do observe deal values for each acquisition. I also observe the fraction of plants from

source (i, h) in destination (j, f) over the total plants in (j, f):

Nijhf

Njf

=
Thτ

β−θ
ijhfF

β−θ
σj−1

ijhf∑
h

∑
i Thτ

β−θ
ijhfF

β−θ
σj−1

ijhf

, (28)

which has a nearly identical structure as equation 27 except for the exponent on the

fixed cost. Since the number of acquisitions is in my sample, this equation can also be

used for estimation purposes.
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Parameters Value Source Def.

σ 3.79 BEJK Demand elasticity
θ 3.6 BEJK Pareto shape
α1 0.5 Product distance
α2 0.2 Geography distance
γ 0.0034 EKK1 Fixed cost
φ 0.3 EKK1 Fixed cost
β 0.5 Good arrival exponent
k 10−13 Rescale technology
v 103 Rescale sales

Table 7: Parameter values

4.5 Simulation

In this section, I first calibrate the parameters of the model to compare the data regu-

larities to the implications of the model. At this stage, I use parameter values from the

existing literature as well as values that roughly match the data with the purpose of

illustrating the model predictions. I impose the following structure. Following Alvarez

and Lucas (2005), the mass of producers based in a country is proportional to the GNP

of that country Th = kYh. For the fixed cost I follow Eaton, Kortum, and Kramarz

(2009a) and impose that larger countries have larger entry costs Fijhf = Ff = γY φ
f .

Table 7 shows the parameter values used. σ and θ I obtain from Bernard et al. (2003)

and γ and φ from Eaton, Kortum, and Kramarz (2009b). The remaining parameters

are set to illustrate how the model can perform and in future work I will estimate the

model parameters using Simulated Method of Moments34.

Simulation results are available in section 6.2.2. Discussion to be added soon.

34Having obtained the estimates, I can compute the welfare effects of counterfactual changes of
bilateral corporate taxes.
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5 Conclusion

Using firm level data, I have provided new evidence on multinational production. The

patterns that emerge have several features which to the best of my knowledge are new.

First, the empirical regularities I uncover have a remarkable similarity to those found

for exporters. Second, there is a robust similarity between industry and country firm

entry patterns. Third, there is a role for firm heterogeneity, as a few firms enter several

countries and industries while most enter just a few. Those that are larger as measured

by global sales, are entering more distant countries and more different industries, but

most firms enter just a few, more proximate destinations.

Using a probabilistic model of balls falling into bins I interpret multinational firms as

a random collection of equal size goods. The balls and bins model is a useful tool for two

reasons. First, when the model misses a fact, we can learn about the economics that are

driving the results. In this sense, this model belongs to a tradition in economics that

uses mechanical models to understand data regularities35. Second, when the model

matches a fact, it informs us about the properties that a successful random growth

model of firm can have, thus opening a new research path. My probabilistic model is

static so let me elaborate on this. On the one hand, there is a large literature exploring

what type of mechanics of firm growth can deliver fat tailed distributions for firm sizes,

see e.g. Simon (1955), Sutton (2001), Klette and Kortum (2004) and Gabaix (2008).

On the other hand, this model takes the distribution of firm size as given and makes

predictions about the allocation of goods into industry-country categories. Hence, it

can be thought of a model about expansion in the space of goods and geography. The

success of the balls and bins model in quantitatively explaining expansion regularities

in the geographic and product spaces suggests that both statistical mechanics could be

35For example, see Ellison and Glaeser (1997) and Head and Ries (2005).
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merged into a stylized model of firm growth through multiproduct and multinational

operations.

From the perspective of rationalizing the data regularities, the probabilistic model

has limitations related to selection patterns that the economic model addresses by in-

troducing heterogeneity in the intensive margin. The probabilistic model is the simplest

possible model that can square with the facts. In that sense, any economic model that

follows it’s structure will replicate the uncovered patterns. In particular, I provide one

such model that adds an intensive margin using heterogeneity in firm ability. It has

two key novel features. First, it provides a unified framework for understanding firm

expansion into countries and into industries and allows asymmetric bilateral industry-

country entry costs. In particular, it allows to consider the effects of the product space

as well as geographic and cultural distances on firm ownership patterns. In this sense,

it crystalizes in a new way the core competencies idea, i.e., that firms cluster similar

goods within their boundaries. Second, to consider industry expansion, it is necessary

to model how intensively firms replicate their know-how. Here, I depart from the pre-

vious literature by breaking the deterministic connection between the firm ability and

the number of products the firm produces. In particular, I allow a random number

of goods per firm and study the macroeconomic implications. The model delivers an

industry-country gravity equation for aggregate bilateral sales and can closely match

the evidence. It is also possible to conduct a counterfactual experiment of bilateral tax

rate reductions and their effects on firm behavior and consumer welfare.
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6 Appendix

6.1 Figures

Figure 1: Number of companies with a given number of acquisitions. Note the Pareto
shape, indicating great dispersion in the acquisition intensity in the cross-section of
firms. The figure suggests that firm ability is transmitted to acquisition intensity.
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Figure 2: Number of companies that enter a given number of countries or industries,
in log scale. The distribution is Pareto for both countries and industries. Overall, the
figures suggest that the underlying firm size distribution affects industry and country
entry similarly.
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Figure 3: K-or-more country/industry destinations entered and average global sales
of entrants, in log scale. The numbers over the dots indicate the number in ”k-or-
more markets” for k=1,2,...,5. For firms that enter k-or-more industries, I compute
their average global sales. Country figure is analogous. Although the figure suggests
that firms that enter many destinations have a larger firm effect, there is a mechanical
relation between extra markets and larger global sales.
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Figure 4: Country/industry popularity and average global sales of entrants, in log
scale. The numbers over the dots indicate the number in ”k-th” most popular market
for k=1,2,...,5. I compute for each country the ranking of the most popular destinations.
For each number in that ranking, for all source countries, I compute the average sales
of firms that enter each ranked destination. Industry figure is analogous. Industry and
country popularity is negatively associated with firm ability, ie, companies that enter
unpopular countries/industries are larger as measured by sales. No mechanical relation
is present in this figure.
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Figure 5: Country/industry popularity and average global sales of entrants, in log
scale. The numbers over the dots indicate the number in ”k-th” most popular market
for k=1,2,...,5. In this figure, I do not construct a ranking for each source but rather I
create a ranking independent of the originating firm information. The neat relationship
found by conditioning on source disappears here suggesting that the implicit bilateral
distances are necessary to rationalize the data.
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Figure 6: Number of industries and countries entered by a given company; dot sizes
are proportional to number of firms. A strong positive correlation appears: firms that
enter many countries also enter many industries.
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Figure 7: Number of entrants and destination country GDP. The number of entrants
rises proportionately with destination GDP with a slope slightly smaller than 1.
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Figure 8: Bivariate kernel density of global sales and number of acquisitions. At each
level of global sales we observe a distribution for the number of acquisitions suggesting
that there is substantial heterogeneity in the connection between the two.
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Figure 9: Outward deals originated in each country by quartile.
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6.2 Simulation results

6.2.1 Probabilistic model

Figure 10: Simulated probability of given number of non-empty bins conditional on n
balls.
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Figure 11: Model predictions and data on the number of firms that enter exactly k
different industries or countries. Note the tight prediction of the model.
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Figure 12: Model predictions and data on the number of firms that enter k-or-more
different industries or countries. Note the scale is well predicted. This indicates that
assuming firms to be a random collection of goods all of which are of the same size is
remarkably close to fitting the data. Also note the similar shape which is induced by
the number of acquisitions distribution and the decreasing probability of reaching many
different bins. The reason for the curvature in the left tail is that non-empty categories
are easily filled when a few balls are thrown but it becomes increasingly harder to fill
new categories plus few firms throw many balls.
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Figure 13: Model predictions and data on the number of firms that enter the k-th most
popular industry or country. For this entry pattern as well, assuming that firms are
a bundle of homogenous sized goods is remarkably close to the data. Note that the
curvature comes from the probabilistic selection into
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Figure 14: Number of different industries and number of different countries at the firm
level. The model predictions are computed by doing two independent experiments. The
simulation results and data on firm expansion are remarkably close. Firms that expand
into new industries also expand into new countries.
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6.2.2 A multi industry-country entry model

Figure 15: Number of acquisitions distribution, simulated versus real data.
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Figure 16: Model predictions and data on the number of firms that enter exactly k
different industries or countries.
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Figure 17: Model predictions and data on the number of firms that enter k-or-more
different industries or countries.
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Figure 18: Model predictions and data on the number of firms that enter the k-th most
popular industry or country.
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Figure 19: Model predictions and data on the number of different industries and number
of different countries at the firm level.
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6.3 Tables

Deal data items

Deal id.
Deal value

Date of deal
Percentages acquired and owned before deal

Names
SEDOL, Datastream code

Country
Up to 5 4-digit SIC industries

Table 8: SDC Platinum: Acquiror, acquiror UP and target data items
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Acquiror country Target country Rank number Number of firms

United States United Kingdom 1 1179
United States Canada 2 1085
United States Germany 3 643
United States France 4 509
United States Australia 5 400
United States Netherlands 6 281
United States Italy 7 270

Japan United States 1 382
Japan United Kingdom 2 105
Japan Germany 3 89
Japan France 4 74
Japan Australia 5 67
Japan China 6 60
Japan Thailand 7 52

Germany United States 1 153
Germany United Kingdom 2 129
Germany France 3 126
Germany Switzerland 4 117
Germany Netherlands 5 93
Germany Austria 6 91
Germany Spain 7 67

Table 9: Country bilateral popularity ranking
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Industry name SIC Entry ranking

Prepackaged Software 7372 1
Business Services, n.e.c. 7389 2
Engineering Services 8711 3
Information Retrieval Services 7375 4
Plastics Products, n.e.c. 3089 5
Motor Vehicle Parts and Accessories 3714 6
Management Consulting Services 8742 7
Crude Petroleum and Natural Gas 1311 8
Semiconductors and Related Devices 3674 9
Plastics Materials, Synthetic Resins, and Nonvulcanizable Elastomers 2821 10
Electronic Components, n.e.c. 3679 11
Special Industry Machinery, n.e.c. 3559 12
Business Consulting Services, n.e.c. 8748 13
Chemicals and Chemical Preparations, n.e.c. 2899 14
Computer Integrated Systems Design 7373 15
Commercial Physical and Biological Research 8731 16
Industrial Machinery and Equipment 5084 17
Industrial Inorganic Chemicals, n.e.c. 2819 18
Pharmaceutical Preparations 2834 19

Table 10: Industry inflow ranking
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Country Number of firms

United States 15975
United Kingdom 8802
France 4202
Germany 3905
Japan 3288
Canada 3250
Netherlands 2507
Switzerland 1958
Australia 1737
Sweden 1411
Denmark 972
Ireland 945
Italy 938
Finland 908
Belgium 861
Spain 763
Norway 504
South Africa 501
Austria 440
Israel 254

Table 11: Number of acquiror’s from each country.

Acquisition form Number of deals Percent

Acquisition of Certain Assets. 595 1
Acq. Majority Interest 15,442 14
Acq. Partial Interest 22,727 20
Acq. Remaining Interest 4,771 5
Acq. of Assets 56,063 49
Merger 15,494 11

Table 12: Type of deals.
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6.4 Industrial co-production using Input-Output proximity

measures

The extent of association in this analysis was measured implicitly, with no resort to any

outside data other than the M&A data. Next, to provide evidence on what determines

profitability of acquiring assets in industry j being a producer in industry i, I combine

the dataset with the US Input-Output use table. In the same spirit that physical

geography has been found to be relevant to explain international trade and finance

flows, I construct a measure of industry proximity using IO data. Table 13 represents

the IO use table for N industries where vij represents value of flows in dollars from

industry i to industry j.

Target

Acquiror

Industry 1 ... j ... N Total supply
1 v11 v1j v1N v1s

...
i vi1 vij viN vis
...
N vN1 vNj vNN vNs
Total demand vd1 vdj vdN

Table 13: IO Use table. Values are flows.

I first construct input and output shares for each industry as follows. αij is j’s input

demand share in industry i, ie, αij ≡ vij
vdj

. Analogously, δij is i− th supply share sold to

industry j ie, δij ≡ vij
vis

. We are ready now to define an inverse distance measure that

captures the degree of proximity or horizontality between any industry pair.

Definition 1 Proximity measure between industry pair (i, j):

P d
ij =

∑
k∈Ωij

(αik + αjk)

2
(29)

where Ωij is the set of common inputs.
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Analogously, I construct a supply proximity measure, P s
ij. Intuitively, I am inter-

ested in capturing the degree of overlap in the technology that an acquiror and target

use, whether it is from the input use or the output supply perspective. The idea is

that the greater the common input cost share of an industry pair, the lower is the

potential efficiency losses due to monitoring distant activities. Analogously, the greater

the common share of output, the easier it will be to carry over the knowledge between

industries.

Figure 20 shows the M&A patterns compared to equal probability sampling of IO

industries. Both input and output proximity measures show clustering of similar activ-

ities, in line with Alfaro and Charlton (2010) and the business relatedness literature36.

M&A industry pairs are closer than IO industry pairs suggest. More importantly, the

value of the proximity measure is large in both cases, with more than 80% of acquisi-

tions falling closer than 50%, ie, an overwhelming majority of deals involve an acquiror

and target pair that have at least an average of 50% input demand and output supply

in common. An acquiror and a target in a deal share a quantitatively large fraction of

their input structure and output destinations.

36See Fan and Lang (2000) and Teece et al. (1994).
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Figure 20: Input demand and output supply proximity measures, M&A vs IO industry
pairs. Acquiror’s and targets are much closer than IO data would suggest. Moreover,
the proximity found is remarkably large: more than 80% of deals share at least 50% of
input demand or output supply.

6.5 The role of inputs

To study the role of input sourcing in the dataset, I follow a standard procedure. The

potential for vertical integration for an industry pair is measured, based on the Input-

Output Use table, as an indicator using a cutoff for the bilateral input demand and/or

supply share. More precisely, the measures I use are,

Definition 2 VI

VI=1 if max{αij, αji} > .05, VI=0 otherwise. Industries i and j are said to have
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vertical integration potential according to this measure if VI=1.

Definition 3 VI2

VI2=1 if max{αij, αji, δij, δji} > .05, VI2=0 otherwise. Industries i and j are said

to have vertical integration potential according to this measure if VI2=1.

In words, if either input shares or either of both input and output shares are larger

than 5% then the industry pair is said to have vertical integration potential for measures

VI1 and VI2 respectively. Hortaçsu and Syverson (2007) use VI2 measure whereas other

papers in the literature use VI.

A feature of the US IO use table that BEA provides is that it is constructed with

more detail in manufacturing industries. Since out of 500 industries more than 350 are

manufacturing and the rest are services, manufactures are approximately represented

at 4 digit SIC. Accordingly, I check consistency of results for both all industries and

only manufacturing. Also, another feature of the IO table is that there is intra-industry

input sourcing for many industries and around 40% of them have vertical integration

potential, ie, industries source from themselves and so purely horizontal deals appear

as having VI potential. This will also imply the need to check robustness of vertical

potential results along this dimension.

Table 14 compares the fraction of IO and M&A industry pairs with vertical integra-

tion potential for both measures when using the primary industry of Ultimate Parents

and their respective targets. While the results show that there are more vertical re-

lations in M&A data than IO industry pairs suggests, the majority of pairs are not

vertically connected. Focusing on manufacturing makes the VI indexes drop. This

is noteworthy because it reveals that the coarse IO classification available for services

overestimates the relevance of vertical integration potential. Moreover, when excluding

deals where both firms belong to the same industry in manufacturing, only 24% are
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connected. According to this table, around 20% of deals have purely vertical integra-

tion motivations. This is a lower bound on vertical integration potential because I use

ultimate parent data and the primary industry. Next I present evidence on an upper

bound.

VI VI2 Obs
IO M&A IO M&A IO M&A

All data 2 39 3 44 214369 109381
All non-horizontal 2 24 3 29 213906 74020
Manufacturing 2 29 2 34 202705 53650
Manufact. nh 2 20 2 24 202350 42316

Table 14: Input relations and vertical integration potential at UP level, IO vs M&A.
Displayed values are percent of industry pairs.

Table 15 presents evidence from acquirors, as opposed to UP’s, and targets, hence

I go deeper in the ownership structure of the acquiror to get as close as possible to the

target. In trying to obtain an upper bound on vertical integration potential, I use for

both acquiror and target involved in a deal, up to five 4-digit SIC codes and I keep the

highest VI potential out of all possible acquiror-target industry pairs. In this case, the

effect of horizontal deals is greater than in the previous table while the manufacturing-

services distinction is less relevant. Removing the horizontal deals, makes the fraction

of VI pairs fall to around 40%.

VI VI2 Obs
IO M&A IO M&A IO M&A

All data 2 62 3 67 214369 104551
All, non-horizontal 2 36 3 42 213906 45491
Manufacturing 2 61 2 67 202705 54213
Manufact. nh 2 38 2 44 202350 27711

Table 15: Input relations and vertical integration potential at acquiror level, IO vs
M&A. Displayed values are percent of industry pairs for IO data and percent of deals
in FDI data. For each deal, I keep the maximum VI measure among all the possible
industry links between target and acquiror.
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Importantly, in unreported results, taking the average rather than the maximum

of VI measures on all possible industry pairs within a deal, I obtain similar results to

table 14. For this reason, I conclude that the role for pure vertical pairs is much closer

to 24% of non-horizontal deals than to 44%, since on average most industry links in a

deal are not related to input sourcing. Hence, while most of deals are horizontal, there

are also vertical pairs, but more importantly, the largest part of deals are unclassified

if we use this methodology.

In fact, a better description of the data is obtained when looking at IO proximity

measures of non-horizontal deals. Two issues are worth mentioning in this respect.

On the one hand, on average all inputs represent 50% of the sales of an industry, a

x% input cost share cutoff implies a x
2
% of sales. On the other hand, the proximity

that we observe in IO proximity measures are quantitatively relevant, with more than

80% of the deals having 50% of their average cost expenditure and output supply in

common. There is great IO proximity between non-horizontal deals, rationalizing not

only unclassified or complex ownership links but also presenting an important reason

for vertical pairs, ie, common know-how of the business lines.

Rather than attempting a theory that explains ownership and input trade in a

multi-country, multi-industry setting, I focus my attention on the former. I do this for

various reasons. First, table 1 shows that by focusing on FDI, I will be able to analyze

a much larger part of international sales. Second, I have shown evidence on the rela-

tively lower importance of vertical integration in ownership compared to ”horizontality”

factors. Third, half of my sample is services, for which we know international sourcing

is minuscule.
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The model in section 4 will not be based on the proximity-concentration hypothesis37

for two reasons. First, half my FDI data is on services where the export vs FDI trade-off

does not exist. Second, while there is evidence that links both FDI and trade, this has

not prevented the study of trade in isolation in numerous and relevant empirical and

theoretical contributions. Accordingly, I focus on solely on FDI.

6.6 Derivation of equation 4

Let’s slowly build our intuition38. For bin k, the probability of it being empty after n

balls are assigned is (1 − pk)
n. Similarly, the probability that bins j and k are both

empty is (1 − pj − pk)
n. Hence, the probability that either j or k are non-empty is

(1− pk)n + (1− pj)n − (1− pj − pk)n.

Obtaining the probability of a number m of empty bins say X is much harder. For

the case m = K − 1, we have

P (X = K − 1) =
K∑
k=1

pnk (30)

since we only need to consider cases in which all balls have to land in one bin. Now,

define Ek as the event that bin k is empty and using the inclusion-exclusion principle,

37In its simplest form, the proximity-concentration hypothesis states that because FDI requires fixed
costs of production and trade only variable costs, we should observe that FDI over trade is decreasing
in the physical distance between supplier and host. See Brainard (1997) for an empirical study and
Helpman, Melitz, and Yeaple (2004) for an elegant theoretical extension of this idea.

38The subsequent exposition follows Kotz and Johnson (1977)
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P (X = 0|n) = 1− Pr(
K⋃
k=1

Ek) = 1−
K∑
k=1

Pr(Ek) +
K∑
k

K∑
k<k′

Pr(Ek
⋂

E ′k)− ...

+(−1)K−1

K∑
k

Pr(
K⋂
k′ 6=k

E ′k) = (31)

1−
K∑
k=1

(1− pk)n +
K∑
k

K∑
k<k′

(1− pk − pk′)n − ...

+(−1)K−1

K∑
k

pnk (32)

The probability P12...i that the 1st, 2nd, ... i-th bins are empty and none of the

other bins are empty is,

P12...i =

(
1−

i∑
k=1

pk

)n

xPr( no empty bins among (k+1)-st,..., K-th bins|n balls)

(33)

The latter part of the expression relates to a situation with (m − k) bins with

probabilities
pj

1−
∑k
i=1 pi

for j = k + 1, · · · , K. Changing the values of K and pk, we can

use 31 to write

P12...i =

(
1−

i∑
k=1

pk

)n

−
K∑

j′=k+1

(
1− pj′ −

K∑
j=1

pk

)n

+
K∑
j′ 6=j

K∑
j′′>k

(
1− pj′ − pj′′ −

k∑
j=1

pj

)n

− ...

(34)

By summing expressions similar to this for all

(
K

k

)
possible subsets of size k chosen

from E1, ·, EK ,
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P (X = k) =
∑
a∈a(k)

Pa1...ak =
∑
a∈a(k)

(
1−

k∑
j=1

paj

)n

−
(
k + 1

k

) ∑
a∈a(k+1)

(
1−

k+1∑
j=1

)n

+

(
k + 2

k

) ∑
a∈a(k+2)

(
1−

k+2∑
j=1

)n

+ ·+ (−1)m−k
(
K

k

) K∑
j=1

pnj

(35)

where
∑

a∈a(k) denotes summation over all subsets a = (a1, a2, ..., ak) of k integers

from the 1, 2, ..., K categories. Note there are

(
m

k

)
terms in the sum

∑(k)
a . From this

expression, we can obtain P (Y = m|N = n) since Y = K −X.
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