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Abstract
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1 Introduction

Binary panel data are usually analyzed by using a dynamic logit or probit model which includes, among the explanatory variables, the lags of the response variable and has individual-specific intercepts; see Arellano & Honoré (2001) and Hsiao (2005), among others. These models allow us to disentangle the true state dependence (i.e. how the experience of an event in the past can influence the occurrence of the same event in the future) from the propensity to experience a certain outcome in all periods, when the latter depends on unobservable factors (see Heckman, 1981a, 1981b). State dependence arises in many economic contexts, such as job decision, investment choice and brand choice and can determine different policy implications. The parameters of main interest of these models are typically those for the covariates and the true state dependence, which are referred to as structural parameters. The individual-specific intercepts are referred to as incidental parameters; these are of interest only in certain situations, such as when we need to obtain marginal effects and predictions.

In this paper, we introduce a model for binary panel data which closely resembles the dynamic logit model and, as such, allows for state dependence and unobserved heterogeneity between subjects, beyond the effect of the available covariates. The model is a version of the quadratic exponential model (Cox, 1972) with covariates in which: (i) the first-order effects depend on the covariates and on an individual-specific parameter for the unobserved heterogeneity; (ii) the second-order effects are equal to a common parameter when they are referred to pairs of consecutive response variables and to 0 otherwise. We show that this parameter has the same interpretation that it has in the dynamic logit model in terms of log-odds ratio, a measure of association between binary variables which is well known in the statistical literature on categorical data analysis (Agresti, 2002, Ch. 8). For the proposed model we also provide a justification as a latent index model in which the systematic component depends on expectation about future outcomes, beyond the covariates and the lags of the response variable, and the stochastic component has a standard logistic distribution.

An important feature of the proposed model is that, as for the static logit model, the incidental parameters may be eliminated by conditioning on sufficient statistics for these parameters, which correspond to the sums of the response variables at individual level. Using a terminology
derived from Rasch (1961), these statistics will be referred to as total scores. The resulting conditional likelihood allows us to identify the structural parameters for the covariates and the state dependence with at least two observations (further to an initial observation). The estimator of the structural parameters based on the maximization of this function is $\sqrt{n}$-consistent; moreover, it is simpler to compute than the estimator of Honoré & Kyriazidou (2000) and may be used even in the presence of time dummies. On the basis of a simulation study, whose results are reported in the Supplementary Material file, we also notice that the estimator has good finite sample properties in terms of both bias and efficiency.

The paper is organized as follows. In the next section we briefly review the dynamic logit model for binary panel data. The proposed model is described in Section 3 where we also show that the total scores are sufficient statistics for its incidental parameters. Identification of the structural parameters and the conditional maximum likelihood estimator of these parameters are illustrated in Section 4.

2 Dynamic logit model for binary panel data

In the following, we first review the dynamic logit model for binary panel data and then we discuss conditional inference, and related inferential methods, on its structural parameters.

2.1 Basic assumptions

Let $y_{it}$ be a binary response variable equal to 1 if subject $i$ ($i = 1, \ldots, n$) makes a certain choice at time $t$ ($t = 1, \ldots, T$) and to 0 otherwise; also let $x_{it}$ be a corresponding vector of strictly exogenous covariates. The standard fixed-effects approach for binary panel data assumes that

$$y_{it} = 1\{y^*_{it} \geq 0\}, \quad y^*_{it} = \alpha_i + x_{it}'\beta + y_{i,t-1}\gamma + \varepsilon_{it}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T,$$

where $1\{\cdot\}$ is the indicator function and $y^*_{it}$ is a latent variable which may be interpreted as utility (or propensity) of the choice. Moreover, the zero-mean random variables $\varepsilon_{it}$ represent error terms. Of primary interest are the vector of parameters for the covariates, $\beta$, and the parameter measuring the state dependence effect, $\gamma$. These are the structural parameters which
are collected in the vector \( \theta = (\beta', \gamma)' \). The individual-specific intercepts \( \alpha_i \) are instead the incidental parameters.

The error terms \( \varepsilon_{it} \) are typically assumed to be independent and identically distributed conditionally on the covariates and the individual-specific parameters and to have a standard logistic distribution. The conditional distribution of \( y_{it} \) given \( \alpha_i, X_i = (x_{i1}, \ldots, x_{iT}) \) and \( y_{i0}, \ldots, y_{i,t-1} \) may then be expressed as

\[
p(y_{it}|\alpha_i, X_i, y_{i0}, \ldots, y_{i,t-1}) = p(y_{it}|\alpha_i, x_{it}, y_{i,t-1}) = \frac{\exp[y_{it}(\alpha_i + x_{it}'\beta + y_{i,t-1}\gamma)]}{1 + \exp(\alpha_i + x_{it}'\beta + y_{i,t-1}\gamma)},
\]

for \( i = 1, \ldots, n \) and \( t = 1, \ldots, T \). This is a dynamic logit formulation which implies the following conditional distribution of the overall vector of response variables \( y_i = (y_{i1}, \ldots, y_{iT})' \) given \( \alpha_i, X_i \) and \( y_{i0} \):

\[
p(y_i|\alpha_i, X_i, y_{i0}) = \frac{\exp(y_{i+}\alpha_i + \sum_t y_{it}x_{it}'\beta + y_{i*}\gamma)}{\prod_t[1 + \exp(\alpha_i + x_{it}'\beta + y_{i,t-1}\gamma)]},
\]

where \( y_{i+} = \sum_t y_{it} \) and \( y_{i*} = \sum_t y_{i,t-1}y_{it} \), with the sum \( \sum_t \) and the product \( \prod_t \) ranging over \( t = 1, \ldots, T \). The statistic \( y_{i+} \) is referred to as the total score of subject \( i \).

For what follows it is important to note that

\[
\log \frac{p(y_{it} = 0|\alpha_i, X_i, y_{i,t-1} = 0)p(y_{it} = 1|\alpha_i, X_i, y_{i,t-1} = 1)}{p(y_{it} = 0|\alpha_i, X_i, y_{i,t-1} = 1)p(y_{it} = 1|\alpha_i, X_i, y_{i,t-1} = 0)} = \gamma,
\]

for \( i = 1, \ldots, n \) and \( t = 1, \ldots, T \). Thus, the parameter \( \gamma \) for the state dependence corresponds to the conditional log-odds ratio between \( (y_{i,t-1}, y_{it}) \) for every \( i \) and \( t \).

### 2.2 Conditional inference

As mentioned in Section 1, an effective approach to estimate the model illustrated above is based on the maximization of the conditional likelihood given suitable sufficient statistics.

For the static version of the model, in which the parameter \( \gamma \) is equal to 0, we have that \( y_i \) is conditionally independent of \( \alpha_i \) given \( y_{i0}, X_i \) and the total score \( y_{i+} \), and then \( p(y_i|\alpha_i, X_i, y_{i+}) = p(y_i|X_i, y_{i+}) \). The likelihood based on this conditional probability allows us to identify \( \beta \) for \( T \geq 2 \); by maximizing this likelihood we also obtain a \( \sqrt{n} \)-consistent estimator of \( \beta \). Even if referred to a simpler context, this result goes back to Rasch (1961) and was developed by
Andersen (1970). See also Magnac (2004) who characterized other situations in which the total scores are sufficient statistics for the individual-specific intercepts.

Some of the first authors to deal with the conditional approach for the dynamic logit model ($\gamma$ is unconstrained) were Cox (1958) and Chamberlain (1985). In particular, the latter noticed that when $T = 3$ and the covariates are omitted from the model, $p(y_i|\alpha_i, y_{i0}, y_{i1} + y_{i2} = 1, y_{i3})$ does not depend on $\alpha_i$ for every $y_{i0}$ and $y_{i3}$. On the basis of this conditional distribution it is therefore possible to construct a likelihood function which depends on the response configurations of only certain subjects (those such that $y_{i1} + y_{i2} = 1$) and which allows us to identify and consistently estimate the parameter $\gamma$.

The approach of Chamberlain (1985) was extended by Honoré & Kyriazidou (2000) to the case where, as in (2), the model includes exogenous covariates. In particular, when these covariates are continuous, they proposed to estimate the vector $\theta$ of structural parameters by maximizing a weighted conditional log-likelihood, with weights depending on the individual covariates through a kernel function which must be defined in advance.

Although the weighted conditional approach of Honoré & Kyriazidou (2000) is of great interest, their results about identification and consistency are based on certain assumptions on the support of the covariates which rule out, for instance, time dummies. Moreover, the approach requires careful choice of the kernel function and of its bandwidth, since these choices affect the performance of their estimator. Furthermore, the estimator is consistent as $n \to \infty$, but its rate of convergence to the true parameter value is slower than $\sqrt{n}$, unless in the presence of only discrete covariates. See also Magnac (2004) and Honoré & Tamer (2006).

Even if not strictly related to the conditional approach, it is worth mentioning that a recent line of research investigates dynamic discrete choice models with fixed-effects proposing bias corrected estimators (see Hahn & Newey, 2004; Carro, 2007). Although these estimators are only consistent when the number of time periods goes to infinity, they have a reduced order of the bias without increasing the asymptotic variance. Monte Carlo simulations have shown their good finite sample performance in comparison to the estimator of Honoré & Kyriazidou (2000) even with not very long panels (e.g. seven time periods).
3 Proposed model for binary panel data

In this section, we introduce a quadratic exponential model for binary panel data and we discuss its main features in comparison to the dynamic logit model.

3.1 Basic assumptions

We assume that

\[ p(y_i | \alpha_i, X_i, y_{i0}) = \frac{\exp[y_i + \alpha_i + \sum_t y_t x_t' \beta_1 + y_{it} T (\phi + x_t' \beta_2) + y_{i*} \gamma]}{\sum_z \exp[z + \alpha_i + \sum_t z_t x_t' \beta_1 + z_{iT} (\phi + x_t' \beta_2) + z_{i*} \gamma]}, \]

(4)

where the sum \( \sum_z \) ranges over all the possible binary response vectors \( z = (z_1, \ldots, z_T) \); moreover, \( z_+ = \sum_t z_t \) and \( z_{i*} = y_{i0} z_1 + \sum_{t>1} z_{t-1} z_t \). The denominator, does not depend on \( y_i \) and it is simply a normalizing constant that we denote by \( \mu(\alpha_i, X_i, y_{i0}) \). The model may be seen as a version of the quadratic exponential model of Cox (1972) with covariates in which the first-order effect for \( y_{it} \) is equal to \( \alpha_i + x_t' \beta_1 \) (to which we add \( \phi + x_t' \beta_2 \) when \( t = T \)) and the second-order effect for \( (y_{is}, y_{it}) \) is equal to \( \gamma \) when \( t = s + 1 \) and to 0 otherwise. The need of a different parametrization of the first-order effect when \( t = T \) and \( t < T \) will be clarified below.

It is worth noting that the expression for the probability of \( y_i \) given in (4) closely resembles that given in (3) which results from the dynamic logit model. From some simple algebra, we also obtain that

\[ \log \frac{p(y_{it} = 0 | \alpha_i, X_i, y_{i, t-1} = 0) p(y_{it} = 1 | \alpha_i, X_i, y_{i, t-1} = 1)}{p(y_{it} = 0 | \alpha_i, X_i, y_{i, t-1} = 1) p(y_{it} = 1 | \alpha_i, X_i, y_{i, t-1} = 0)} = \gamma \]

for every \( i \) and \( t \), and then, under the proposed quadratic exponential model, \( \gamma \) has the same interpretation that it has under the dynamic logit model, i.e. log-odds ratio between each pair of consecutive response variables. Not surprisingly, the dynamic logit model coincides with the proposed model in absence of state dependence \( (\gamma = 0) \).\\

The main difference with respect to the dynamic logit is in the resulting conditional distribution of \( y_{it} \) given the available covariates \( X_i \) and \( y_{i0}, \ldots, y_{i, t-1} \). In fact, (4) implies that

\[ p(y_{it} | \alpha_i, X_i, y_{i0}, \ldots, y_{i, t-1}) = \frac{\exp\{y_{it} [\alpha_i + x_{it}' \beta_1 + y_{i, t-1} \gamma + e_t(\alpha_i, X_i)]\}}{1 + \exp[\alpha_i + x_{it}' \beta_1 + y_{i, t-1} \gamma + e_t(\alpha_i, X_i)]}, \]

(5)

\[^{1}\text{It is also possible to show that, up to a correction term, expression (4) is an approximation of that in (3) obtained by a first-order Taylor expansion around } \alpha_i = 0, \beta = 0 \text{ and } \gamma = 0.\]
where, for $t < T$,

$$
e^*_t(\alpha_i, X_i) = \log \frac{1 + \exp[\alpha_i + x_{i,t+1}'\beta_1 + e^*_{t+1}(\alpha_i, X_i) + \gamma]}{1 + \exp[\alpha_i + x_{i,t+1}'\beta_1]}. \quad (6)$$

and,

$$
e^*_T(\alpha_i, X_i) = \phi + x_{iT}'\beta_2. \quad (7)$$

Then, for $t = T$ the proposed model is equivalent to a dynamic logit model with a suitable parametrization. The interpretation of this correction term will be discussed in detail in Section 3.2. For the moment it is important to note that the conditional probability depends on present and future covariates, meaning that these covariates are not strictly exogenous (see Wooldridge, 2001, Sec. 15.8.2). The relation between the covariates and the feedback of the response variables vanish when $\gamma = 0$. Consider also that, for $t < T$, the same Taylor expansion mentioned in note 1 leads to $e^*_t(\alpha_i, X_i) \approx 0.5\gamma$. Under this approximation, $p(y_{it}|\alpha_i, X_i, y_{i0}, \ldots, y_{i,t-1})$ does not depend on the future covariates, and then these covariates may be considered strictly exogenous in an approximate sense.

In the simpler case without covariates, the conditional probability of $y_{it}$ becomes:

$$p(y_{it}|\alpha_i, y_{i0}, y_{i1}, \ldots, y_{i,t-1}) = \frac{\exp\{y_{it}[\alpha + y_{i,t-1}\gamma + e^*_i(\alpha_i)]\}}{1 + \exp[\alpha + y_{i,t-1}\gamma + e^*_i(\alpha_i)]}, \quad t = 1, \ldots, T - 1,$$

whereas, for the last period, we have the logistic parametrization

$$p(y_{iT}|\alpha_i, y_{i0}, y_{i1}, \ldots, y_{i,T-1}) = \frac{\exp[y_{iT}(\alpha_i + y_{i,T-1}\gamma)]}{1 + \exp(\alpha_i + y_{i,T-1}\gamma)},$$

where $e^*_i(\alpha_i) = \log \frac{p(y_{i,t+1}=0|\alpha_i, X_i, y_{it}=0)}{p(y_{i,t+1}=0|\alpha_i, X_i, y_{it}=1)}$, which is zero if and only in absence of state dependence.

Finally, we have to clarify that the possibility to use quadratic exponential models for panel data is already known in the statistical literature; see Diggle et al. (2002) and Molenberghs & Verbeke (2004). However, the parametrization adopted in this type of literature, which is different from the one we propose, is sometimes criticized for the lack of a simple interpretation.

In contrast, for our parametrization we provide a justification as a latent index model.

### 3.2 Model justification and related issues

Expression (5) implies that the proposed model is equivalent to the latent index model

$$y_{it} = 1\{y^*_{it} > 0\}, \quad y^*_{it} = \alpha_i + x_{it}'\beta + y_{i,t-1}\gamma + e^*_i(\alpha_i, X_i) + \varepsilon_{it}, \quad (8)$$
where the error terms $\varepsilon_{it}$ are independent and have standard logistic distribution. Assumption (8) is similar to assumption (1) on which the dynamic logit model is based, the main difference being in the correction term $e^*_t(\alpha_i, X_i)$. As is clear from (6), this term may be interpreted as a measure of the effect of the present choice $y_{it}$ on the expected utility (or propensity) at the next occasion ($t + 1$). In the presence of positive state dependence ($\gamma > 0$), this correction term is positive since making the choice today has a positive impact on the expected utility. Also note that the different definition of $e^*_t(\alpha_i, X_i)$ for $t < T$ and $t = T$ (compare equations (6) and (7)) is motivated by considering that $e^*_T(\alpha_i, X_i)$ has an unspecified form, because it would depend on future covariates not in $X_i$; then, we assume this term to be equal to a linear form of the covariates $x_{iT}$, in a way similar to what suggested by Heckman (1981c) to deal with the initial condition problem.

As suggested by a Referee, it is possible to justify formulation (8), which involves the correction term for the expectation, on the basis of an extension of the job search model described by Hyslop (1999). The latter is based on the maximization of a discounted utility and relies on a budget constraint in which search costs are considered only for subjects who did not participate to the labour market in the previous year. In our extension, subjects who decide to not participate in the current year save an amount of these costs for the next year, but benefit from the amounts previously saved according to the same rule. The reservation wage results modified so that the decision to participate depends on future expectation about the participation state, beyond the past state. This motivates the introduction of the correction term $e^*_t(\alpha_i, X_i)$ in (8), which accounts for the difference between a behavior of a subject having a budget constraint including expectation about future search costs and a subject with a budget constraint not including this expectation.

Two issues that are worth discussing in order to complete the description of the properties of the model are: (i) model consistency with respect to marginalizations over a subset of the response variables; (ii) how to avoid assumption (7) on the last correction term.

Assume that (4) holds for the $T$ response variables in $y_i$. For the subsequence of responses $y_i^{(T-1)}$, where in general $y_i^{(t)} = (y_{i1}, \ldots, y_{it})'$, we have

$$p(y_i^{(T-1)}|\alpha_i, X_i, y_{i0}) = \exp[\sum_{t<T} y_{it}(\alpha_i + x'_{it}\beta_1) + \sum_{t<T} y_{i,t-1}y_{it}\gamma][1 + \exp(\phi + x'_{iT}\delta + y_{i,T-1}\gamma)] \mu(\alpha_i, X_i, y_{i0}),$$
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with $\delta = \beta_1 + \beta_2$. After some algebra, this expression can be reformulated as
\[
p(y_i^{(T-1)}|\alpha_i, X_i, y_{i0}) = \frac{\exp[\sum_{t<T} y_{it}(\alpha_i + x_i't\beta_1) + \sum_{t<T} y_{it-1}y_{it}^\gamma + y_{i,T-1}e_{T-1}(\alpha_i, X_i)]}{\mu_{T-1}(\alpha_i, X_i, y_{i0})}, \tag{9}
\]
with
\[
e_{T-1}(\alpha_i, X_i) = \frac{1 + \exp(\phi + x_i'T\delta + \gamma)}{1 + \exp(\phi + x_i'T\delta)}
\]
and $\mu_{T-1}(\alpha_i, X, y_{i0})$ denoting the normalizing constant, which is equal to the sum of the numerator of (9) for all the possible configurations of the first $T - 1$ response variables. Note that $e_{T-1}(\alpha_i, X_i)$ has an interpretation similar to the correction term $e_{T-1}^*(\alpha_i, X_i)$ for the future expectation which is defined above.

When $\gamma = 0$, $e_{T-1}(\alpha_i, X_i) = 0$ and then $p(y_i^{(T-1)}|\alpha_i, X_i, y_{i0}) = p(y_i^{(T-1)}|\alpha_i, X_i^{(T-1)}, y_{i0})$, with $X_i^{(t)} = (x_{i1}, \ldots, x_{i\mu})'$; the latter probability may be expressed as in (4) and model consistency with respect to marginalization exactly holds. In the other cases, this form of consistency approximately holds, in the sense that substituting $e_{T-1}(\alpha_i, X_i)$ with its linear approximation we obtain a distribution $p(y_i^{(T-1)}|\alpha_i, X_i^{(T-1)}, y_{i0})$ which may be cast into (4). This argument may be iterated to show that, at least approximately, model consistency holds with respect to marginalizations over an arbitrary number of response variables\(^2\); in this case, the distribution of interest is $p(y_i^{(t)}|\alpha_i, X_i^{(t)}, y_{i0})$ with $t$ smaller than $T - 1$.

Finally, assumption (7) on the last correction term $e_T^*(\alpha_i, X_i)$ can be avoided by conditioning the joint distribution on the corresponding outcome $y_{iT}$. This would remove this correction term since we have
\[
p(y_1, \ldots, y_{iT-1}|\alpha_i, X_i, y_{i0}, y_{iT}) = \frac{\exp[\sum_{t<T} y_{it}\alpha_i + \sum_{t<T} y_{it}x_i't\beta_1 + \sum_{t<T} y_{it}y_{it-1}\gamma]}{\sum_{z} \exp[\sum_{t<T} z_{it}\alpha_i + \sum_{t<T} z_{it}x_i't\beta_1 + \sum_{t<T} z_{it}z_{it-1}\gamma]}.
\]
This conditional version of the proposed model also has the advantage of being consistent across $T$. However, it would need at least 3 observations (beyond the initial one) to make the model parameters identifiable. Moreover, the conditional estimator results less efficient with respect to the same estimator applied to the initial model.

---

\(^2\)Simulation results (see the Supplementary Material file) show that, for different values of $\gamma$, the bias of the conditional estimator of the structural parameters is negligible and comparable to that resulting from computing these estimators on the complete data sequence.
3.3 Conditional distribution given the total score

The main advantage of the proposed model with respect to the dynamic logit model is that the total scores \( y_{i+} \), \( i = 1, \ldots, n \), represent a set of sufficient statistics for the incidental parameters \( \alpha_i \). This is because, for every \( i \), \( y_i \) is conditionally independent of \( \alpha_i \) given \( X_i, y_0 \) and \( y_{i+} \).

First of all note that, under the assumption (4),

\[
p(y_{i+}|\alpha_i, X_i, y_0) = \sum_{z(y_{i+})} p(y_i = z|\alpha_i, X_i, y_0) = \frac{\exp(y_{i+} \alpha_i)}{\mu(\alpha_i, X_i, y_0)} \sum_{z(y_{i+})} \exp[\sum_t z_t x_{it}' \beta_1 + z_T(\phi + x_{iT}' \beta_2) + z_{i+} \gamma],
\]

where the sum \( \sum_{z(y_{i+})} \) is restricted to all the response configurations \( z \) such that \( z_+ = y_{i+} \).

After some algebra, the conditional distribution at issue becomes

\[
p(y_i|\alpha_i, X_i, y_0, y_{i+}) = \frac{p(y_i|\alpha_i, X_i, y_0)}{p(y_{i+}|\alpha_i, X_i, y_0)} = \frac{\exp[\sum_t y_{it} x_{it}' \beta_1 + y_T(\phi + x_{iT}' \beta_2) + y_{i+} \gamma]}{\sum_{z(y_{i+})} \exp[\sum_t z_t x_{it}' \beta_1 + z_T(\phi + x_{iT}' \beta_2) + z_{i+} \gamma]}, \tag{10}
\]

The expression above does not depend on \( \alpha_i \) and therefore is also denoted by \( p(y_i|X_i, y_0, y_{i+}) \).

The same happens for the elements of \( \beta_1 \) corresponding to the covariates which are time constant. To make this clearer, consider that we can divide the numerator and the denominator of (10) by \( \exp(y_{i+} x_{i1}' \beta_1) \) and, after rearranging terms, we obtain

\[
p(y_i|X_i, y_0, y_{i+}) = \frac{\exp[\sum_{t>1} y_{it} x_{it}' \beta_1 + y_{iT}(\phi + x_{iT}' \beta_2) + y_{i+} \gamma]}{\sum_{z(y_{i+})} \exp[\sum_{t>1} z_t x_{it}' \beta_1 + z_{T}(\phi + x_{iT}' \beta_2) + z_{i+} \gamma]}, \tag{11}
\]

with \( d_{it} = x_{it} - x_{i1}, \ t = 2, \ldots, T \). We consequently assume that \( \beta_1 \) does not include any intercept common to all time occasions and regression parameters for covariates which are time constant; if included, these parameters would not be identified. This is typical of other conditional approaches, such as that of Honoré & Kyriazidou (2000), and of fixed-effects approaches in which the individual intercepts are estimated together with the structural parameters. Similarly, \( \beta_2 \) must not contain any intercept for the last occasion, since this is already included through \( \phi \).

4 Conditional inference on the structural parameters

In the following, we introduce a conditional likelihood based on (11). We also provide formal arguments on the identification of the structural parameters via this function and on the
asymptotic properties of the estimator resulting from its maximization.

4.1 Structural parameters identification via conditional likelihood

For an observed sample \((X_i, y_{i0}, y_i), i = 1, \ldots, n\), the conditional likelihood has logarithm

\[
\ell(\theta) = \sum_i 1\{0 < y_{i+} < T\} \log[p_{\theta}(y_i | X_i, y_{i0}, y_{i+})],
\]

where the subscript \(\theta\) has been added to \(p(\cdot | \cdot)\) to remark that this probability, which is defined in (11), depends on \(\theta\). Note that in this case \(\theta = (\beta_1', \beta_2', \phi, \gamma)'\). Also note that the response configurations \(y_i\) with sum 0 or \(T\) are removed since these do not contain information on \(\theta\).

In order to obtain a simple expression for the score and the information matrix corresponding to \(\ell(\theta)\), consider that (11) may be expressed in the canonical exponential family form as

\[
p_{\theta}(y_i | X_i, y_{i0}, y_{i+}) = \frac{\exp[u(y_{i0}, y_i)'A(X_i)'\theta]}{\sum_{z(y_{i+})} \exp[u(y_{i0}, z)'A(X_i)'\theta]},
\]

where \(u(y_{i0}, y_i) = (y_{i2}, \ldots, y_{iT}, y_{i*})'\) and

\[
A(X_i) = \begin{pmatrix}
d_{i2} & \cdots & d_{iT-1} & d_{iT} & 0 \\
0 & \cdots & 0 & x_{iT} & 0 \\
0 & \cdots & 0 & 1 & 0 \\
0 & \cdots & 0 & 0 & 1
\end{pmatrix},
\]

with 0 denoting a column vector of zeros of suitable dimension. From standard results on exponential family distributions (Barndoff-Nielsen, 1978, Ch. 8), it is easy to obtain

\[
s(\theta) = \nabla_{\theta} \ell(\theta) = \sum_i 1\{0 < y_{i+} < T\} A(X_i) v_{\theta}(X_i, y_{i0}, y_i),
\]

\[
J(\theta) = -\nabla_{\theta\theta} \ell(\theta) = \sum_i 1\{0 < y_{i+} < T\} A(X_i) V_{\theta}(X_i, y_{i0}, y_{i+}) A(X_i)',
\]

where

\[
v_{\theta}(X_i, y_{i0}, y_i) = u(y_{i0}, y_i) - E_\theta[u(y_{i0}, y_i) | X_i, y_{i0}, y_{i+}],
\]

\[
V_{\theta}(X_i, y_{i0}, y_{i+}) = V_\theta[u(y_{i0}, y_i) | X_i, y_{i0}, y_{i+}].
\]

Suppose now that the subjects in the samples are independent of each other with \(\alpha_i, X_i, y_{i0}\) and \(y_i\) drawn, for \(i = 1, \ldots, n\), from the true model

\[
f_0(\alpha, X, y_0, y) = f_0(\alpha, X, y_0)p_0(y | \alpha, X, y_0),
\]

(13)
where \( f_0(\alpha, \mathbf{X}, y_0) \) denotes the joint distribution of the individual-specific intercept, the covariates \( \mathbf{X} = (x_1 \cdots x_T) \) and the initial observation \( y_0 \). Furthermore, \( p_0(y|\alpha, \mathbf{X}, y_0) \) denotes the conditional distribution of the response variables under the quadratic exponential model (4) when \( \theta = \theta_0 \), with \( \theta_0 \) denoting the true value of its structural parameters. Under this assumption, we have that 

\[
\hat{Q}(\theta) = \frac{\ell(\theta)}{n} \text{ converges in probability to } Q_0(\theta) = E_0[\ell(\theta)/n] = E_0[\log[p_0(y|\mathbf{X}, y_0, y_+)] \text{ for any } \theta, \text{ where } E_0(\cdot) \text{ denotes the expected value under the true model.}
\]

By simple algebra, it is possible to show that the first derivative \( \nabla_\theta Q(\theta) \) is equal to 0 at \( \theta = \theta_0 \) and that, provided that \( E_0[A(X)A(X)]' \) is of full rank, the second derivative matrix \( \nabla_{\theta\theta}Q(\theta) \) is always negative definite. This implies that \( Q_0(\theta) \) is strictly concave with its only maximum at \( \theta = \theta_0 \) and, therefore, the vector of structural parameters is identified.

Note that the regularity condition that \( E_0[A(X)A(X)]' \) is of full rank, necessary to ensure that \( \nabla_{\theta\theta}Q(\theta) \) is negative definite, rules out cases of time-constant covariates (see also the discussion in Section 3.3). It is also worth noting that the structural parameters of the model are identified with \( T \geq 2 \), whereas identification of the structural parameters of the dynamic logit model is only possible when \( T \geq 3 \) (Chamberlain, 1993). See also the discussion provided by Honoré & Tamer (2006).

### 4.2 Conditional maximum likelihood estimator

The conditional maximum likelihood estimator of \( \theta \), denoted by \( \hat{\theta} = (\hat{\beta}_1', \hat{\beta}_2', \hat{\phi}, \hat{\gamma})' \), is obtained by maximizing the conditional log-likelihood \( \ell(\theta) \). This maximum may be found by a simple iterative algorithm, of Newton-Raphson type. At the \( h \)th step, this algorithm updates the estimate of \( \theta \) at the previous step, \( \theta^{(h-1)} \), as 

\[
\theta^{(h)} = \theta^{(h-1)} + J(\theta^{(h-1)})^{-1} s(\theta^{(h-1)}).
\]

Note that the information matrix \( J(\theta) \) is always non-negative definite since it corresponds to the sum of a series of variance-covariance matrices. Provided \( E_0[A(X)A(X)]' \) is of full rank, \( J(\theta) \) is also positive definite with probability approaching 1 as \( n \to \infty \). Then, we can reasonably expect that \( \ell(\theta) \) is strictly concave and has its unique maximum at \( \hat{\theta} \) in most economic applications, where the sample size is usually large. Since we also have that the parameter space is equal to \( \mathbb{R}^k \), with \( k \) denoting the dimension of \( \theta \), the above algorithm is very simple to implement and usually converges in a few steps to \( \hat{\theta} \), regardless of the starting value.
Under the true model (13) and provided that \( E_0[A(X)A(X)'] \) exists and is of full rank, we have that \( \hat{\theta} \) exists, is a $\sqrt{n}$-consistent estimator of \( \theta_0 \) and has asymptotic Normal distribution as \( n \to \infty \). This result may be proved on the basis of standard asymptotic results (cfr. Th. 2.7 and 3.1 of Newey and McFadden, 1994).

From Newey & McFadden (1994, Sec. 4.2) also derives that the standard errors of the elements of \( \hat{\theta} \) may be obtained as the corresponding diagonal elements of \( (\hat{J})^{-1} \) under square root. Note that \( \hat{J} \) is obtained as a by-product from the Newton-Raphson algorithm described above. These standard errors may be used to construct confidence intervals for the parameters and testing hypotheses on them in the usual way.

In order to study the finite-sample properties of the conditional estimator, we performed a simulation study (for a detailed description see the Supplementary Material file) that closely follows the one performed by Honoré & Kyriazidou (2000). In particular, we first considered a benchmark design under which samples of different size are generated from the quadratic exponential model (4) for 3 and 7 time occasions, only one covariate generated from a Normal distribution and different values of \( \gamma \) between 0.25 and 2. As in Honoré & Kyriazidou (2000), we also considered other scenarios based on more sophisticated designs for the regressors. Under each scenario, we generated a suitable number of samples and for every sample we computed the proposed conditional estimator, whose property were mainly evaluated in terms of median bias and median absolute error (MAE). We also computed the corresponding standard errors and obtained confidence intervals of different levels for each structural parameter.

On the basis of the simulation study we conclude that, for each structural parameter, the bias of the conditional estimator is always negligible (with the exception of the estimator \( \hat{\gamma} \) when \( n \) is small); this bias tends to increase with \( \gamma \) and to decrease with \( n \) and very quickly with \( T \). Similarly, we observe that the MAE decreases with \( n \) at a rate close to $\sqrt{n}$ and much faster with \( T \). This depends on the fact that the number of observations that contribute to the conditional likelihood increases more than proportionally with \( T \), as an increase of \( T \) also determines an increase of the actual sample size$^3$. Moreover, the MAE of the estimator of each parameter

---

$^3$The actual sample size is the number of response configurations \( y_i \) such that \( 0 < y_{i+} < T \). These response configurations contain information on the structural parameters and contribute to \( \ell(\theta) \); see equation (12).
increases with $\gamma$. This is mainly due to the fact that, when $\gamma$ is positive, its increase implies a decrease of the actual sample size. The simulation results also show that the confidence intervals for the conditional estimator attains the nominal level for each parameter. This confirms the validity of the rule to compute standard errors based on the information matrix $J$.

Given the same interpretation of the parameters of the quadratic exponential and the dynamic logit models, it is quite natural to compare the proposed conditional estimator with available estimators of the parameters of the latter model. In particular, the results of our simulation study can be compared with those of Honoré & Kyriaizidou (2000). It emerges that our estimator performs better than their estimator in terms of both bias and efficiency. This is mainly due to the fact that the former exploits a larger number of response configurations with respect to the latter. Similarly, our estimator may be compared with the bias corrected estimator proposed by Carro (2007). In this case, we observe that the former performs much better than the latter when the parameter of interest is $\gamma$, whereas our estimator performs slightly worse than that of Carro (2007) when the parameters of interest are those in $\beta_1$. However, in taking these conclusions, one must be conscious that the results here compared derive from simulation studies performed under different, although very similar, models.

References


