In this paper, we consider identification and estimation in panel data discrete choice models when the explanatory variable set includes strictly exogenous variables, lags of the endogenous dependent variable as well as unobservable individual-specific effects. For the binary logit model with the dependent variable lagged only once, Chamberlain (1993) gave conditions under which the model is not identified. We present a stronger set of conditions under which the parameters of the model are identified. The identification result suggests estimators of the model, and we show that these are consistent and asymptotically normal, although their rate of convergence is slower than the inverse of the square root of the sample size. We also consider identification in the semiparametric case where the logit assumption is relaxed. We propose an estimator in the spirit of the conditional maximum score estimator (Manski (1987)), and we show that it is consistent. In addition, we discuss an extension of the identification result to multinomial discrete choice models, and to the case where the dependent variable is lagged twice. Finally, we present some Monte Carlo evidence on the small sample performance of the proposed estimators for the binary response model.
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1. INTRODUCTION

In many situations, such as in the study of labor force and union participation, accident occurrence, unemployment, purchase decisions, etc., it is observed that an individual who has experienced an event in the past is more likely to experience the event in the future than an individual who has not experienced the event. Heckman (1981a,b) discusses two explanations for this phenomenon. The first explanation is the presence of “true state dependence,” in the sense that the lagged choice/decision enters the model in a structural way as an explanatory variable. The second is the presence of serial correlation in the unobserved transitory errors that underlie the threshold-crossing econometric specification of the model. A case that has received considerable attention in the literature is the case where this serial correlation is due to the presence of unobservable permanent individual specific heterogeneity, i.e. to different propensities across individuals to experience the event. Heckman calls the latter source of serial correlation “spurious state dependence.” Distinguishing between these two explanations is important, for example, in evaluating the effect of economic policies that aim to alleviate short-term unemployment (see Phelps (1972)), or the effect of training programs on the future employment of trainees.
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(see Card and Sullivan (1988)). As pointed out by Heckman, longitudinal data on individual histories are required in order to discriminate between true and spurious state dependence. This paper presents methods for discrete choice models with structural state dependence that allow for the presence of unobservable individual heterogeneity in panels with a large number of individuals observed over a small number of time periods.

Specifically, we consider discrete choice models of the form:

\[ y_{it} = 1\{x_{it} \beta + \gamma y_{it-1} + \alpha_i + \varepsilon_{it} > 0\} \]

where \( x_{it} \) is a vector of exogenous variables, \( \varepsilon_{it} \) is an unobservable error term, \( \alpha_i \) is an unobservable individual-specific effect, and \( \beta \) and \( \gamma \) are the parameters of interest to be estimated. In addition to the basic structure of the model, a key assumption is that \( \varepsilon_{it} \) is serially independent over time. Generally, one would like to distinguish between dynamic responses to the exogenous variables (through lagged dependent variables), unobserved heterogeneity, and serial correlation. This paper takes a step in this direction by proposing a method for distinguishing between the first two in a model that explicitly rules out serial correlation. In a recent paper, Chintagunta, Kyriazidou, and Perktold (1998) motivate the econometric model above in the context of consumer choice across different brands of non-durable goods. They set up a dynamic model where each consumer maximizes expected lifetime utility. The period utility function depends on which brand is consumed in the previous period (which renders lifetime utility non-separable over time), on (possibly time-varying) brand and consumer characteristics, on unobserved (to the econometrician) permanent heterogeneity in preferences for the different brands, as well as on unobservable transitory taste shocks. Chintagunta, Kyriazidou, and Perktold (1998) show that it is possible to derive the optimal decision rule for each period’s brand choice as described by the econometric model above, provided that the consumer cannot forecast future prices, shocks, or the other state variables of the model (for example, firms’ promotional efforts). Thus, their model rules out serial dependence in the transitory errors in line with the assumption of the econometric model studied here.

It is well-known\(^2\) that nonlinear panel data models with individual-specific effects, such as discrete choice, censored and truncated, sample selection models, etc., may be estimated by the “random effects” approach. See Arellano and Carrasco (1996) for an example. This approach requires the specification of the statistical relationship between the observed covariates and the unobservable permanent individual effect. Furthermore, it requires distributional assumptions on the initial conditions of the process, if there is serial correlation in the unobserved transitory error components and/or if lags of the dependent variable are used as explanatory variables. The problems associated with misspecification of these distributions are partly overcome in the “fixed effects”

\(^2\) For this and other results concerning panel data models, see the survey articles by Chamberlain (1984, 1985), Hsiao (1986), and Maddala (1983).
approach. Below we discuss existing estimators for panel data discrete choice models. Estimators for the fixed effects censored and truncated regression models with strictly exogenous regressors have been proposed by Honoré (1992). Honoré (1993) considered the case where the explanatory variable set also includes lags of the dependent variable. Kyriazidou (1997a) proposed estimators for the panel data sample selection model assuming strictly exogenous regressors in both the main equation and the binary sample selection equation. In Kyriazidou (1997b), the main equation is also allowed to contain lags of the continuous dependent variable, while the selection equation may have lags of the endogenous selection indicator.

In the absence of state dependence (that is, with only strictly exogenous regressors), the parametric “fixed effects” approach for the discrete choice model assumes that the time-varying errors are independent of all the other covariates and that they are i.i.d. over time with a logistic distribution. No assumptions are made on the distribution of the individual effects conditional on the observed explanatory variables. As Rasch (1960) and Andersen (1970) have shown, the model may then be estimated by conditional maximum likelihood. In the case of binary choice, the model has the form:

\[
P(y_{it} = 1 | x_i, \alpha_i, y_{i0}, \ldots, y_{it-1}) = \frac{\exp(x_i \beta + \alpha_i)}{1 + \exp(x_i \beta + \alpha_i)}
\]

\[(t = 1, \ldots, T; T \geq 2),\]

where \(\beta\) is the parameter of interest, \(\alpha_i\) is an individual-specific effect that may depend on the exogenous explanatory variables \(x_i = (x_{i1}, \ldots, x_{iT})\) in an arbitrary way, and where \(y_{i0}\) may or may not be observed. (Throughout, \(i = 1, \ldots, n\) indicates the identity of the individual.) In the case where \(T = 2\), inference concerning \(\beta\) is based on the observation that \(P(y_{it} = 1 | \alpha_i, x_i, y_{i0}, y_{i1} + y_{i2} = 1)\) is independent of \(\alpha_i\).

As Manski (1987) has shown, it is possible to relax the logistic assumption as well as to allow for certain forms of serial correlation in the underlying time-varying errors in (1) above. In the special case where the errors are independent, the model takes the form

\[
P(y_{it} = 1 | x_i, \alpha_i, y_{i0}, \ldots, y_{it-1}) = F_i(x_i \beta + \alpha_i)
\]

\[(t = 1, \ldots, T; T \geq 2),\]

where \(F_i\) is a strictly increasing distribution function with full support on \(\mathbb{R}\) that is allowed to differ across individuals, but not over time for a given individual. In the case where \(T = 2\), identification of \(\beta\) is based on the fact that, under certain regularity conditions on the distribution of the exogenous variables, \(\text{sgn}(P(y_{i2} = 1 | x_{i1}, x_{i2}, \alpha_i) - P(y_{i1} = 1 | x_{i1}, x_{i2}, \alpha_i)) = \text{sgn}((x_{i2} - x_{i1}) \beta)\). This implies that Manski’s (1975, 1985) maximum score estimator can be applied to the first differences of the data in the subsample for which \(y_{i1} \neq y_{i2}\).

The parametric “fixed effects” approach may be also used to estimate panel data logit models with individual effects and lags of the dependent variable,
provided that there are no other explanatory variables and that there are at least four observations per individual (see Chamberlain (1985) and Magnac (1997)). In the binary choice case with the dependent variable lagged once, the model is

\[ P(y_{i0} = 1 | \alpha_i) = p_0(\alpha_i), \]

(2) \[ P(y_{it} = 1 | \alpha_i, y_{i0}, \ldots, y_{i(t-1)}) = \frac{\exp(\gamma y_{i(t-1)} + \alpha_i)}{1 + \exp(\gamma y_{i(t-1)} + \alpha_i)} \]

\[ t = 1, \ldots, T; T \geq 3, \]

where \( y_{i0} \) is assumed to be observed, although the model is not specified in the initial period. When \( T = 3 \), inference on \( \gamma \) is based on the observation that \( P(y_{i0} = d_0, y_{i1} = 0, y_{i2} = 1, y_{i3} = d_3 | y_{i1} + y_{i2} = 1, \alpha_i) \) is independent of \( \alpha_i \). (Here \( d_0, d_3 \in \{0, 1\} \).)

In this paper, we consider identification and estimation in panel data discrete choice models when the explanatory variable set includes strictly exogenous variables, lags of the endogenous dependent variable, as well as unobservable individual-specific effects that may be correlated with the observed covariates in an unspecified way. For the binary logit model with the dependent variable lagged only once, Chamberlain (1993) has shown that, if individuals are observed in three time periods, then the parameters of the model are not identified. In this paper, we demonstrate that \( \beta \) and \( \gamma \) are both identified (subject to regularity conditions) if the econometrician has access to four or more observations per individual. The identification result suggests estimators of the model. We show that these are consistent and asymptotically normal, although their rate of convergence is not the inverse of the square root of the sample size. This result is in line with recent findings by Hahn (1997) that suggest that it may not be possible to estimate the model at the standard \( n^{-1/2} \) rate.

We also consider identification in the semiparametric case where the logit assumption is relaxed. We propose an estimator in the spirit of Manski’s (1987) conditional maximum score estimator. For this estimator, we only show consistency. The results by Kim and Pollard (1990) suggest that the estimator will not have a limiting normal distribution and that its rate of convergence will be slower than \( n^{-1/3} \).

The paper is organized as follows. Section 2 presents our identification and estimation methods for the case where the panel contains only four observations per individual. Section 3 states the assumptions and derives the asymptotic properties for the estimators proposed in Section 2. Section 4 discusses generalizations and extensions of the estimators to the case of longer panels, to the case where the dependent variable is lagged twice, and to the multinomial choice case. Section 5 presents the results of a small Monte Carlo study investigating the small sample properties of the estimators proposed in Section 2. Section 6 concludes the paper. The proofs of the theorems are in the Appendix.
2. IDENTIFICATION AND MOTIVATION OF THE ESTIMATORS

2.1. The Logit Case

We consider the following fixed effects logit model which combines the features of (1) and (2):

\[
P(y_{i0} = 1 \mid x_i, \alpha_i) = p_0(x_i, \alpha_i),
\]

\[
P(y_{it} = 1 \mid x_i, \alpha_i, y_{i0}, \ldots, y_{it-1}) = \frac{\exp(x_{it} \beta + \gamma y_{it-1} + \alpha_i)}{1 + \exp(x_{it} \beta + \gamma y_{it-1} + \alpha_i)} \quad (t = 1, \ldots, T),
\]

where \( x_i = (x_{i1}, \ldots, x_{iT}) \). Throughout this section \( T = 3 \). Here, the logit specification is imposed for periods one to three. The model is left unspecified in the initial period, since the value of the dependent variable is not assumed to be known in periods prior to the sample. We assume that \( y_{i0} \) is observed, but it is not necessary to assume that the explanatory variables are observed in the initial period. It is important to note the implicit assumption that the errors in a threshold-crossing model leading to (3) are i.i.d. over time with logistic distributions and independent of \((x_i, \alpha_i, y_{i0})\) in all time periods. While the independence over time assumption is fairly standard (it is also implicitly assumed in (1) and (2)), it is certainly a weakness of the approach taken here (as well as those taken to derive (1) and (2)).

Our identification scheme follows the intuition of the conditional logit approach.\(^3\) The aim is to derive a set of probabilities that do not depend on the individual effect. Following Chamberlain (1985), we consider the events:

\[
A = \{y_{i0} = d_0, y_{i1} = 0, y_{i2} = 1, y_{i3} = d_3\},
\]

\[
B = \{y_{i0} = d_0, y_{i1} = 1, y_{i2} = 0, y_{i3} = d_3\},
\]

where \( d_0 \) and \( d_3 \) are either 0 or 1. A straightforward calculation yields:

\[
P(A \mid x_i, \alpha_i) = p_0(x_i, \alpha_i)^{d_0}(1 - p_0(x_i, \alpha_i))^{1 - d_0}
\]

\[
\times \frac{1}{1 + \exp(x_{i1} \beta + \gamma d_0 + \alpha_i)}
\]

\[
\times \frac{\exp(x_{i2} \beta + \alpha_i)}{1 + \exp(x_{i2} \beta + \alpha_i)} \times \frac{\exp(d_3 x_{i3} \beta + \gamma d_3 + d_3 \alpha_i)}{1 + \exp(x_{i3} \beta + \gamma + \alpha_i)}
\]

\(^3\)Jones and Landwehr (1988) attempt to use the conditional logit approach to estimate the model considered in this paper. However, their calculation does not allow for exogenous explanatory variables.
and

\[ P(B \mid x_i, \alpha_i) = p_0(x_i, \alpha_i)^d_0(1 - p_0(x_i, \alpha_i))^{1-d_0} \]

\[ \times \frac{\exp(x_{i1} \beta + \gamma d_0 + \alpha_i)}{1 + \exp(x_{i1} \beta + \gamma d_0 + \alpha_i)} \]

\[ \times \frac{1}{1 + \exp(x_{i2} \beta + \alpha_i + \gamma)} \times \frac{\exp(d_3 x_{i3} \beta + d_3 \alpha_i)}{1 + \exp(x_{i3} \beta + \alpha_i)}. \]

In general, the probabilities \( P(A \mid x_i, \alpha_i, A \cup B) \) and \( P(B \mid x_i, \alpha_i, A \cup B) \), which are conditional on the event that the dependent variable changes sign between periods one and two, will depend on \( \alpha_i \). This is the reason why a conditional likelihood approach will not eliminate the fixed effect. Our identification scheme rests on the observation that, if \( x_{i2} = x_{i3} \), then the conditional probabilities

\[ P(A \mid x_i, \alpha_i, A \cup B, x_{i2} = x_{i3}) = \frac{1}{1 + \exp((x_{i1} - x_{i2}) \beta + \gamma (d_0 - d_3))} \]

and

\[ P(B \mid x_i, \alpha_i, A \cup B, x_{i2} = x_{i3}) = \frac{\exp((x_{i1} - x_{i2}) \beta + \gamma (d_0 - d_3))}{1 + \exp((x_{i1} - x_{i2}) \beta + \gamma (d_0 - d_3))} \]

do not depend on \( \alpha_i \). This observation is the key to all the results presented in this paper. In the special case where all the explanatory variables are discrete and the \( x_{it} \) process satisfies \( P(x_{i2} = x_{i3}) > 0 \), one can use (4) and (5) to make inference about \( \beta \) and \( \gamma \). In particular, one may estimate \( \beta \) and \( \gamma \) by maximizing the weighted likelihood function:

\[ \sum_{i=1}^{n} 1\{y_{i1} + y_{i2} = 1\} 1\{x_{i2} = x_{i3} = 0\} \]

\[ \times \ln \left( \frac{\exp((x_{i1} - x_{i2})b + g(y_{i0} - y_{i3}))^{y_{i1}}}{1 + \exp((x_{i1} - x_{i2})b + g(y_{i0} - y_{i3}))} \right). \]

The resulting estimator will have all the usual properties (consistency and \( \sqrt{n} \) asymptotic normality under standard assumptions).

While inference based only on observations for which \( x_{i2} = x_{i3} \) may be reasonable in some cases (in particular, experimental cases where the distribution of \( x_i \) is in the control of the researcher), there are many economic applications where it is not useful. The idea then is to replace the indicator functions \( 1\{x_{i2} - x_{i3} = 0\} \) in the objective function above with weights that depend inversely on the magnitude of the difference \( x_{i2} - x_{i3} \), giving more weight to observations for which \( x_{i2} \) is “close” to \( x_{i3} \). Specifically, we propose
estimating $\beta$ and $\gamma$ by maximizing

$$
\sum_{i=1}^{n} 1\{y_{i1} + y_{i2} = 1\} K\left( \frac{x_{i2} - x_{i3}}{\sigma_n} \right) \times \ln \left( \frac{\exp((x_{i1} - x_{i2})b + g(y_{i0} - y_{i3}))^{y_{i1}}}{1 + \exp((x_{i1} - x_{i2})b + g(y_{i0} - y_{i3}))} \right),
$$

with respect to $b$ and $g$ over some compact set. Here $K(\cdot)$ is a kernel density function that gives appropriate weight to observation $i$, while $\sigma_n$ is a bandwidth that shrinks as $n$ increases. The asymptotic theory will require that $K(\cdot)$ be chosen so that a number of regularity conditions, such as $K(\nu) \to 0$ as $\|\nu\| \to \infty$, are satisfied.

Note that the proposed estimators are maximum-likelihood-type (or extremum or $M$-) estimators. The key idea behind the estimation is that the limit of the objective function above (as well as of the objective function in the semiparametric case, discussed below), is uniquely maximized at the true parameter values, under appropriate assumptions. It is clear that identification of the model will require that $x_{i2} - x_{i3}$ be continuously distributed with support in a neighborhood of 0, and that $x_{i1} - x_{i2}$ have sufficient variation conditional on the event that $x_{i2} - x_{i3} = 0$.

The asymptotic properties of the estimators may be derived in a manner similar to that underlying local likelihood estimation (see, for example, Staniswalis (1989), and Tibshirani and Hastie (1987)) and robust regression function estimation (see, for example, Hardle (1984), Robinson (1984), and Härdle and Tsybakov (1988)). Section 3 states conditions under which the estimators maximizing (6) are consistent and asymptotically normal, although their rate of convergence will be slower than $n^{-1/2}$ and will depend on the number of continuous covariates in $x_{it}$.

2.2. The Semiparametric Case

In this section, we will use Manski’s (1987) insight to relax the logit assumption on the distribution of the time-varying errors underlying a threshold-crossing specification of the model in (3). The independence over time assumption of the previous section will be maintained. Suppose$^4$ that

$$
P(y_{i0} = 1 \mid x_i, \alpha_i) = p_0(x_i, \alpha_i),
$$

$$
P(y_{it} = 1 \mid x_i, \alpha_i, y_{i0}, \ldots, y_{it-1}) = F(x_{it} \beta + \gamma y_{it-1} + \alpha_i) \quad (t = 1, \ldots, T),
$$

$^4$ It is possible to generalize the results in the remainder of this section to allow the distribution function, $F$, to differ across individuals, provided that it does not differ over time for a given individual.
where \( y_{i0} \) is assumed to be observed and \( F \) is a strictly increasing function that has full support on \( \mathbb{R} \). As before, we will focus on the case where there are four observations per individual, i.e. \( T = 3 \). With \( A \) and \( B \) defined as in the previous section, we have:

\[
P(A | x_i, \alpha_i, x_{i2} = x_{i3})
\]
\[
= p_0(x_i, \alpha_i)^{d_3}(1 - p_0(x_i, \alpha_i))^{1 - d_3} \times (1 - F(x_{i1} \beta + \gamma d_0 + \alpha_i)) 
\times F(x_{i2} \beta + \alpha_i) \times (1 - F(x_{i2} \beta + \gamma + \alpha_i))^{(1 - d_3)} 
\times F(x_{i2} \beta + \gamma + \alpha_i)^{d_3}
\]

and

\[
P(B | x_i, \alpha_i, x_{i2} = x_{i3})
\]
\[
= p_0(x_i, \alpha_i)^{d_3}(1 - p_0(x_i, \alpha_i))^{1 - d_3} \times F(x_{i1} \beta + \gamma d_0 + \alpha_i) 
\times (1 - F(x_{i2} \beta + \gamma + \alpha_i)) \times (1 - F(x_{i2} \beta + \alpha_i))^{(1 - d_3)} 
\times F(x_{i2} \beta + \alpha_i)^{d_3}.
\]

If \( d_3 = 0 \), then

\[
\frac{P(A | x_i, \alpha_i, x_{i2} = x_{i3})}{P(B | x_i, \alpha_i, x_{i2} = x_{i3})}
\]
\[
= \frac{(1 - F(x_{i1} \beta + \gamma d_0 + \alpha_i))}{(1 - F(x_{i2} \beta + \alpha_i))} \times \frac{F(x_{i2} \beta + \alpha_i)}{F(x_{i1} \beta + \gamma d_0 + \alpha_i)}
\]
\[
= \frac{(1 - F(x_{i1} \beta + \gamma d_0 + \alpha_i))}{(1 - F(x_{i2} \beta + \gamma d_0 + \alpha_i))} \times \frac{F(x_{i2} \beta + \gamma d_3 + \alpha_i)}{F(x_{i1} \beta + \gamma d_0 + \alpha_i)}
\]

where the second equality follows from the fact that \( d_3 \) is zero. If \( d_3 = 1 \), then

\[
\frac{P(A | x_i, \alpha_i, x_{i2} = x_{i3})}{P(B | x_i, \alpha_i, x_{i2} = x_{i3})}
\]
\[
= \frac{(1 - F(x_{i1} \beta + \gamma d_0 + \alpha_i))}{(1 - F(x_{i2} \beta + \gamma + \alpha_i))} \times \frac{F(x_{i2} \beta + \gamma + \alpha_i)}{F(x_{i1} \beta + \gamma d_0 + \alpha_i)}
\]
\[
= \frac{(1 - F(x_{i1} \beta + \gamma d_0 + \alpha_i))}{(1 - F(x_{i2} \beta + \gamma d_3 + \alpha_i))} \times \frac{F(x_{i2} \beta + \gamma d_3 + \alpha_i)}{F(x_{i1} \beta + \gamma d_0 + \alpha_i)}
\]
where the second equality follows from the fact that $d_3 = 1$, so that $\gamma d_3 = \gamma$. In either case, the monotonicity of $F$ implies that

$$\text{sgn}(P(A | x_i, \alpha_i, x_{i2} = x_{i3}) - P(B | x_i, \alpha_i, x_{i2} = x_{i3})) = \text{sgn}((x_{i2} - x_{i1}) \beta + \gamma(d_3 - d_0)).$$

If $P(x_{i2} = x_{i3}) > 0$, a maximum score estimator may therefore be applied to the observations satisfying $A \cup B$ and $x_{i2} = x_{i3}$. That is, $\beta$ and $\gamma$ may be estimated by maximizing

$$\sum_{i=1}^{n} 1\{x_{i2} - x_{i3} = 0\}(y_{i2} - y_{i1})\text{sgn}((x_{i2} - x_{i1})b + g(y_{i3} - y_{i0}))$$

with respect to $b$ and $g$ over some compact set. It is obvious from the expression above that only observations that satisfy $y_{i1} + y_{i2} = 1$ are used in the estimation.

Similar to the logistic case, when $x_{i2} - x_{i3}$ is continuously distributed with support in a neighborhood of 0, we propose to estimate $\beta$ and $\gamma$ (up to scale) by maximizing the score function

$$\sum_{i=1}^{n} K\left(\frac{x_{i2} - x_{i3}}{\sigma_n}\right)(y_{i2} - y_{i1})\text{sgn}((x_{i2} - x_{i1})b + g(y_{i3} - y_{i0}))$$

with respect to $b$ and $g$ over some compact set. In Section 3, we show consistency of this estimator. We do not derive its asymptotic distribution, but in view of existing results on the maximum score estimator for the cross-sectional binary response model, we expect the limiting distribution to be nonnormal and the rate of convergence to be slower than $n^{-1/3}$.

In both the logistic and the semiparametric case, the main limitations of our approach are (i) the assumption that the errors in the underlying threshold-crossing model are independent over time, and (ii) the assumption that $x_{i2} - x_{i3}$ has support in a neighborhood of 0. The latter restriction rules out time dummies. In the analysis above we have assumed that all explanatory variables are continuous. The estimators may be modified in a straightforward manner to account for discreteness of some variables in $x_{it}$, namely multiply the objective functions (6) and (9) by indicators that restrict the discrete regressors to be equal in periods 2 and 3.

3. ASYMPTOTIC PROPERTIES OF ESTIMATORS

In this section, we discuss the asymptotic properties of the estimators proposed in the previous section. The following notation will be useful:

$$\theta = (b', g'), \quad \theta_0 = (\beta', \gamma'),$$

$$x_{23} = x_2 - x_3, \quad x_{12} = x_1 - x_2, \quad x_{21} = x_2 - x_1,$$

$$y_{03} = y_0 - y_3, \quad y_{30} = y_3 - y_0, \quad \text{and} \quad y_{21} = y_2 - y_1.$$
3.1. The Logit Case

We first consider the estimator defined by maximizing (6). It will be useful to define the (random) functions:

\[ h(Y_2; \theta) = \begin{cases} 
1 \{y_1 \neq y_2\} \ln \left( \frac{\exp(z\theta) y_1}{1 + \exp(z\theta)} \right), \\
\end{cases} \]

\[ h'(\theta) = \frac{\partial h}{\partial \theta} = 1 \{y_1 \neq y_2\} \left( y_1 \frac{\exp(z\theta)}{1 + \exp(z\theta)} \right) z', \]

\[ h''(\theta) = \frac{\partial^2 h}{\partial \theta \partial \theta'} = -1 \{y_1 \neq y_2\} \frac{\exp(z\theta)}{(1 + \exp(z\theta))^2} z'z, \]

where \( z \equiv (x_{12}, y_{03}) \). The following theorem gives sufficient conditions for consistency of the estimator proposed in (6). For simplicity, we will focus on the case where all the exogenous variables are continuously distributed.

**Theorem 1 (Consistency):** Let the following assumptions hold:

- \((y_{i0}, y_{i1}, y_{i2}, y_{i3}, x_{i1}, x_{i2}, x_{i3})_{i=1}^n\) is a random sample of \( n \) observations from a distribution satisfying (3).
- \( \theta_0 \in \Theta \), a compact subset of \( \mathbb{R}^{k+1} \).
- The random vector \( x_{23} \in X \subseteq \mathbb{R}^k \) is absolutely continuously distributed with density \( f(\cdot) \) that is bounded from above on its support, and strictly positive and continuous in a neighborhood of zero.
- The function \( E[\|x_{12}\|^2 | x_{23} = \cdot] \) is bounded on its support.
- The function \( E[h(\theta) | x_{23} = \cdot] \) is continuous in a neighborhood of zero for all \( \theta \in \Theta \).
- The function \( E[x_{12} x_{12} | x_{23} = \cdot] \) has full column rank \( k \) in a neighborhood of zero.
- \( K: \mathbb{R}^k \to \mathbb{R} \) is a function of bounded variation that satisfies: (i) \( \sup_{\nu \in \mathbb{R}} |K(\nu)| < \infty \), (ii) \( \int |K(\nu)| \, d\nu < \infty \), and (iii) \( \int K(\nu) \, d\nu = 1 \).
- \( \sigma_n \) is a sequence of positive numbers that satisfies: \( \sigma_n \to 0 \) as \( n \to \infty \).

Let \( \hat{\theta}_n = (\hat{\beta}_n, \hat{\gamma}_n) \) be a sequence of solutions to the problem

\[ \max_{\theta \in \Theta} \sum_i K \left( \frac{x_{i23}}{\sigma_n} \right) h_i(\theta). \]

Then, \( \hat{\theta}_n \xrightarrow{p} \theta_0 \).

Assumptions (C7) and (C8) are standard in kernel density and regression function estimation. The strict positiveness of \( f \) and the full rank condition of Assumption (C6) are required for identification of \( \theta_0 \). The rest of the assumptions are regularity conditions that permit the application of a uniform law of large numbers to show convergence of the objective function to a nonstochastic...
limit that is uniquely maximized at $\theta_0$. Note that, in some cases, the boundedness condition of Assumption (C4) may be restrictive. However, it is clear from the proof of the theorem that it may be relaxed. In particular, we only need to assume that the product $f(\cdot)E[\|x_{12}\| | x_{23} = \cdot]$ is bounded on its support. The same comment applies to similar conditions in the theorems that follow. Finally, the compactness of the parameter space (Assumption (C2)) may also be relaxed if $K(\cdot) > 0$, in which case the objective function is strictly concave (see, e.g., Newey and Powell (1987)).

We next present conditions that are sufficient for asymptotic normality of the proposed estimators. Apart from the usual strengthening of regularity conditions on the existence and finiteness of moments higher than those required for consistency, additional smoothness is imposed on the model that allows convergence at a faster rate.

**THEOREM 2 (Asymptotic Normality):** Let Assumptions (C1)-(C8) hold and $\hat{\theta}_n$ be a solution to (10). In addition assume:

(N1) $\theta_0 \in \text{int}(\Theta)$.

(N2) $f(\cdot)$ is $s$ ($s \geq 1$) times continuously differentiable on its support and has bounded derivatives.

(N3) The function $E[h^{(1)}(\theta_0) | x_{23} = \cdot]$ is $s$ times continuously differentiable on its support and has bounded derivatives.

(N4) The function $E[h^{(2)}(\theta) | x_{23} = \cdot]$ is continuous in a neighborhood of zero for all $\theta \in \Theta$.

(N5) The function $E[\|x_{12}\|^6 | x_{23} = \cdot]$ is bounded on its support.

(N6) The function $E[h^{(1)}(\theta_0)h^{(1)}(\theta_0)' | x_{23} = \cdot]$ is continuous in a neighborhood of zero.

(N7) $K: \mathbb{R}^k \rightarrow \mathbb{R}$ is an $s$'th order bias-reducing kernel that satisfies:

(i) $$\int |\nu_i|^i |K(\nu)| d\nu < \infty, \quad \text{for } i = 0 \text{ and } i = s, \text{ where } s \geq 1,$$

(ii) $$\int \nu_1^{i_1} \nu_2^{i_2} \cdots \nu_k^{i_k} K(\nu_1, \nu_2, \ldots, \nu_k) d\nu_1 d\nu_2 \cdots d\nu_k$$

$$= \begin{cases} 
1 & \text{if } i_1 = i_2 = \cdots = i_k = 0, \\
0 & \text{if } 0 < i_1 + i_2 + \cdots + i_k < s.
\end{cases}$$

Let $\sqrt{n \sigma_n^k} \sigma_n^s \rightarrow 0$. Then

$$\sqrt{n \sigma_n^k} (\hat{\theta}_n - \theta_0) \xrightarrow{D} N(0, J^{-1}VJ^{-1})$$
where

\[
J \equiv J(\theta_0) \equiv -f(0) \cdot E[h^{(2)}(\theta_0) | x_{23} = 0],
\]

\[
V \equiv V(\theta_0) \equiv f(0) \cdot E[h^{(1)}(\theta_0)h^{(1)}(\theta_0)' | x_{23} = 0] \cdot \int K^2(\nu) \, d\nu.
\]

**Remark:** Note that the rate of convergence of the proposed estimator is maximized for \( \sqrt{n} \sigma_n^k \sigma_n^s \to \sigma \neq 0 \). However, in this case the estimator is asymptotically biased. It may be easily shown that in this case, \( \sqrt{n} \sigma_n^k (\hat{\theta}_n - \theta_0) \sim N(\sigma J^{-1}B, J^{-1}VJ^{-1}) \), where \( B \) is a function of the \( s' \)th order derivative of \( f(\cdot) \times E[h^{(1)}(\theta_0) | x_{23} = \cdot] \). Although it is possible to eliminate the asymptotic bias in the manner suggested, for example, by Horowitz (1992), we have found that the asymptotic bias correction is not effective in reducing the small sample bias in our Monte Carlo experiments.

The next theorem provides consistent estimators of the two components of the asymptotic variance-covariance matrix.

**Theorem 3 (Asymptotic Variance Estimation):** Let Assumptions (C1)–(C8) and (N1)–(N7) hold and \( \hat{\theta}_n \) be a consistent estimator of \( \theta_0 \).

(i) Define

\[
J_n(\theta) \equiv -\frac{1}{n \sigma_n^k} \sum_i K \left( \frac{x_{i23}}{\sigma_n} \right) h_i^{(2)}(\theta).
\]

Then, \( J_n(\hat{\theta}_n) \overset{p}{\to} J(\theta_0) \), where \( J(\theta_0) \) is defined in Theorem 2.

(ii) Define

\[
V_n(\theta) \equiv \frac{1}{n \sigma_n^k} \sum_i K^2 \left( \frac{x_{i23}}{\sigma_n} \right) h_i^{(1)}(\theta)h_i^{(1)}(\theta)'.
\]

If \( E[h^{(1)}(\theta)h^{(1)}(\theta)' | x_{23} = \cdot] \) is continuous in a neighborhood of zero as a function of \( x_{23} \) for all \( \theta \in \Theta \), then \( V_n(\hat{\theta}_n) \overset{p}{\to} V(\theta_0) \), where \( V(\theta_0) \) is defined in Theorem 2.

### 3.2. The Semiparametric Case

In this section, we present conditions that are sufficient to identify and consistently estimate \( \theta_0 \) when the logit assumption on the distribution of the underlying time-varying errors is relaxed. We define the function

\[
h(\theta) = y_{21} \text{sgn}(z_\theta)
\]

where now \( z \equiv (x_{21}, y_{30}) \).
THEOREM 4 (Identification and Consistency): Let the following conditions hold:

(CS1) \( \{(y_{i0}, y_{i1}, y_{i2}, y_{i3}, x_{i1}, x_{i2}, x_{i3})\}_{i=1}^{n} \) is a random sample of \( n \) observations from a distribution satisfying (7).

(CS2) \( F \) is strictly increasing on \( \mathbb{R} \) for almost all \( (x_i, \alpha_i) \).

(CS3) There exists at least one \( \kappa \in \{1, \ldots, k\} \), such that \( \beta_\kappa \neq 0 \), and such that, for almost all \( \tilde{x}_{21} = (x_{21,1}, \ldots, x_{21,\kappa-1}, x_{21,\kappa+1}, \ldots, x_{21,k}) \), the random variable \( x_{21,\kappa} \) has everywhere positive Lebesgue density conditional on \( \tilde{x}_{21} \) and conditional on \( x_{23} \) in a neighborhood of \( x_{23} \) near zero.

(CS4) The support of \( x_{12} \) conditional on \( x_{23} \) in a neighborhood of \( x_{23} \) near zero is not contained in any proper linear subspace of \( \mathbb{R}^k \).

(CS5) The random vector \( x_{23} \in X \subseteq \mathbb{R}^k \) is absolutely continuously distributed with density \( f(\cdot) \) that is bounded from above on its support and strictly positive in a neighborhood of zero.

(CS6) For all \( \theta \in \Theta, f(\cdot) \) and \( E[h(\theta) | x_{23} = \cdot] \) are continuously differentiable on their support with bounded first-order derivatives.

(CS7) \( K: \mathbb{R}^k \to \mathbb{R} \) is a function of bounded variation that satisfies: (i) \( \sup_{\nu \in \mathbb{R}} |K(\nu)| < \infty \), (ii) \( \int |K(\nu)| d\nu < \infty \), and (iii) \( \int K(\nu) d\nu = 1 \).

(CS8) \( \sigma_n \) is a sequence of positive numbers that satisfies: (i) \( \sigma_n \to 0 \) as \( n \to \infty \), and (ii) \( n \sigma_n^k |\ln n \to \infty \) as \( n \to \infty \).

Then:

(i) \( \theta_0 \) is identified (up to scale) relative to all \( \theta \in \mathbb{R}^{k+1} \) such that \( \theta/\|\theta\| \neq \theta_0 /\|\theta_0\| = \hat{\theta}_0^* \).

(ii) Let \( \hat{\theta}_n = (\hat{\beta}_n, \hat{\gamma}_n) \) be a sequence of solutions to the problem

\[
\max_{\theta \in \Theta} \sum_{i} K\left(\frac{x_{i23}}{\sigma_n}\right) h_i(\theta)
\]

where \( \Theta = \{\theta \in \mathbb{R}^{k+1} : \|\theta\| = 1 \cap |b_\kappa| \geq \eta \} \) and \( \eta \) is a known positive constant such that \( |\beta_\kappa|/\|\theta_0\| \geq \eta \). Then, \( \hat{\theta}_n \xrightarrow{p} \hat{\theta}_0^* \).

Assumptions (CS1)–(CS4) are analogous to Manski’s (1987) Assumptions 1 and 2. The rest of the assumptions of the theorem are similar to the assumptions in the logit case. Here, however, we strengthen the continuity assumption on \( f(\cdot) \) and \( E[h(\theta) | x_{23} = \cdot] \) to first order differentiability, in order to show uniform convergence of the objective function to its population analog. This is a consequence of the fact that, in the semiparametric case, the summands in the objective function are not continuous in the parameter, although they are uniformly bounded.

4. EXTENSIONS

4.1. Identification with More than Four Observations per Individual

The identification and estimation approach described in Section 2 extends to the case of longer panels. Note that in the case where \( T = 4 \), the idea behind the identification for the logit model (3) follows Chamberlain’s (1985) intuition,
namely that conditional on a switch between periods 1 and 2 (and in our case, conditional also on $x_{i2} = x_{i3}$), the probability of a sequence of choices (a “string”) does not depend on the individual effect. For general $T$, identification in the dynamic logit model (2), which has only one lag of the dependent variable and no other explanatory variables, relies on the fact that conditional on the initial and the last observation, and conditional on $\Sigma_t y_{it}$, the probability of a string is independent of the individual effect. To investigate whether the same intuition holds in the general $T$ case for the model that also contains exogenous variables, we consider $T = 4$. In this case, it is possible to show that the same statement holds, namely that conditional on the initial and the last observation, and conditional on $\Sigma_t y_{it}$, the probability of a string is independent of the individual effect, provided that we also condition on $x_{i2} = x_{i3} = x_{i4}$. This implies that the rate of convergence would be $\sqrt{n \sigma_n^{2k}}$, i.e. slower than the rate we obtain for $T = 3$. However, as will become clear below, it is possible to retain the same rate of convergence as in the $T = 3$ case, namely $\sqrt{n \sigma_n^{2k}}$, if we instead use a pairwise approach that is based on considering all possible pairs of observations in a string that display a switch in the sign of the dependent variable.

Suppose that individuals are observed for $T + 1$ periods, where $T \geq 3$. In either the logistic or the semiparametric case, identification is based on sequences for which $y_{it} + y_{is} = 1$ for some $1 < t < s < T - 1$. Consider the event

$$A = \{ y_{i0} = d_0, \ldots, y_{it-1} = d_{t-1}, y_{it} = 0, y_{it+1} = d_{t+1}, \ldots, y_{is-1} = d_{s-1},$$

$$y_{is} = 1, y_{is+1} = d_{s+1}, \ldots, y_{iT} = d_T \}$$

and its counterpart,

$$B = \{ y_{i0} = d_0, \ldots, y_{it-1} = d_{t-1}, y_{it} = 1, y_{it+1} = d_{t+1}, \ldots, y_{is-1} = d_{s-1},$$

$$y_{is} = 0, y_{is+1} = d_{s+1}, \ldots, y_{iT} = d_T \}.$$  

It is not difficult to show that for the logit model (3),

$$\Pr(B \mid x_i, \alpha_i, A \cup B, x_{it+1} = x_{is+1}) = \frac{\exp((x_{it} - x_{is}) \beta + \gamma(d_{t-1} - d_{s+1}) + (d_{t+1} - d_{s-1})1\{s - t > 1\})}{1 + \exp((x_{it} - x_{is}) \beta + \gamma(d_{t-1} - d_{s+1}) + \gamma(d_{t+1} - d_{s-1})1\{s - t > 1\})}$$

which does not depend on $\alpha_i$. This suggests estimating $\beta$ and $\gamma$ by maximizing

$$\sum_{i=1}^{n} \sum_{1 \leq t < s \leq T - 1} 1\{y_{it} + y_{is} = 1\} K\left(\frac{x_{it+1} - x_{is+1}}{\sigma_n}\right)$$

$$\times \ln \left(\frac{\exp((x_{it} - x_{is}) b + g(y_{it-1} - y_{is-1}) + g(y_{it+1} - y_{is+1})1\{s - t > 1\}) y_{it}}{1 + \exp((x_{it} - x_{is}) b + g(y_{it-1} - y_{is-1}) + g(y_{it+1} - y_{is+1})1\{s - t > 1\})}\right).$$

For the semiparametric model (7), we consider two cases depending on whether periods $t$ and $s$ are adjacent or not. For $s = t + 1$, it is easily verified
that whether \( d_{t+2} = 0 \) or \( d_{t+2} = 1 \),
\[
\frac{\Pr(A \mid x_i, \alpha_i, x_{it+1} = x_{it+2})}{\Pr(B \mid x_i, \alpha_i, x_{it+1} = x_{it+2})} = \frac{1 - F(x_{it} \beta + \alpha_i + \gamma d_{t-1})}{1 - F(x_{it+1} \beta + \alpha_i + \gamma d_{t+2})} \frac{F(x_{it+1} \beta + \alpha_i + \gamma d_{t+2})}{F(x_{it} \beta + \alpha_i + \gamma d_{t-1})}
\]

and therefore,
\[
\text{sgn}\{\Pr(A \mid x_i, \alpha_i, x_{it+1} = x_{it+2}) - \Pr(B \mid x_i, \alpha_i, x_{it+1} = x_{it+2})\} = \text{sgn}\{(x_{it+1} - x_{it}) \beta + \gamma (d_{t+2} - d_{t-1})\}.
\]

If \( t \) and \( s \) are not adjacent (so that \( s > t + 1 \)), then
\[
\frac{\Pr(A \mid x_i, \alpha_i, x_{it+1} = x_{is+1}, y_{it+1} = y_{is+1})}{\Pr(B \mid x_i, \alpha_i, x_{it+1} = x_{is+1}, y_{it+1} = y_{is+1})} = \frac{1 - F(x_{is} \beta + \alpha_i + \gamma d_{s-1})}{1 - F(x_{it} \beta + \alpha_i + \gamma d_{t-1})} \frac{F(x_{is} \beta + \alpha_i + \gamma d_{s-1})}{F(x_{it} \beta + \alpha_i + \gamma d_{t-1})},
\]
which implies that
\[
\text{sgn}\{\Pr(A \mid x_i, \alpha_i, x_{it+1} = x_{is+1}, y_{it+1} = y_{is+1}) - \Pr(B \mid x_i, \alpha_i, x_{it+1} = x_{is+1}, y_{it+1} = y_{is+1})\} = \text{sgn}\{(x_{is} - x_{it}) \beta + \gamma (d_{s-1} - d_{t-1})\}.
\]

This suggests estimating \( \beta \) and \( \gamma \) by maximizing:
\[
\sum_{i=1}^{n} \left( \sum_{t=1}^{T-3} 1\{y_{it} + y_{it+1} = 1\} K \left( \frac{x_{it+1} - x_{it+2}}{\sigma_n} \right) \text{sgn}(y_{it+1} - y_{it}) \right.
\]
\[
\times \text{sgn}((x_{it+1} - x_{it}) b + g(y_{it+2} - y_{it-1}))
\]
\[
+ \sum_{t=1}^{T-2} \sum_{s=t+2}^{T-1} 1\{y_{it} + y_{is} = 1\} 1\{y_{it+1} = y_{is+1}\}
\]
\[
\times \left( \frac{x_{it+1} - x_{is+1}}{\sigma_n} \right) \text{sgn}(y_{is} - y_{it})
\]
\[
\times \text{sgn}((x_{is} - x_{it}) b + g(y_{is-1} - y_{it-1})) \right).
\]

It is interesting that although in general time dummies are ruled out in either the logistic or the semi-parametric case, it is possible to allow for seasonal effects in the case of quarterly data and at least seven observations per individual (i.e. \( T = 6 \)).
4.2. Identification with More than One Lag of the Dependent Variable

As noted by Chamberlain (1985), for the logit model without exogenous regressors, it is possible to test for the presence of the endogenous dependent variable lagged twice, when there are at least six observations per individual.5 The same is true in the presence of exogenous variables for the model

\[ P(y_{i0} = 1 \mid x_i, \alpha_i) = p_0(x_i, \alpha_i), \]
\[ P(y_{i1} = 1 \mid x_i, \alpha_i, y_{i0}) = p_1(x_i, \alpha_i, y_{i0}), \]
\[ P(y_{it} = 1 \mid x_i, \alpha_i, y_{i0}, \ldots, y_{i(t-1)}) = \frac{\exp(x_{it} \beta + \gamma_1 y_{it-1} + \gamma_2 y_{it-2} + \alpha_i)}{1 + \exp(x_{it} \beta + \gamma_1 y_{it-1} + \gamma_2 y_{it-2} + \alpha_i)} \quad (t = 2, \ldots, T; T \geq 5), \]

where \( x_i \equiv (x_{i2}, \ldots, x_{iT}) \). It is assumed that \((y_{i0}, y_{i1})\) is observed although the model is not specified for these time periods. For \( T = 5 \), inference on \( \beta \) and \( \gamma_2 \) can be based on pairs of sequences (strings) that satisfy \( \{x_{i3} = x_{i4} = x_{i5}, y_{i2} + y_{i3} = 1\} \) and either \( \{y_{i0} \neq y_{i1}, y_{i1} = y_{i4} = y_{i5}\} \) or \( \{y_{i4} \neq y_{i5}, y_{i0} = y_{i1} = y_{i4}\} \) (there are four such pairs of strings). Consider, for example, the pair \( A = (1, 0, 0, 1, 0, 0) \) and \( B = (1, 0, 1, 0, 0, 0) \). It is straightforward to establish that

\[ \Pr(A \mid x_i, \alpha_i, A \cup B, x_{i3} = x_{i4} = x_{i5}) = \frac{1}{1 + \exp(\gamma_2 + (x_{i2} - x_{i3}) \beta)} \]
and

\[ \Pr(B \mid x_i, \alpha_i, A \cup B, x_{i3} = x_{i4} = x_{i5}) = \frac{\exp(\gamma_2 + (x_{i2} - x_{i3}) \beta)}{1 + \exp(\gamma_2 + (x_{i2} - x_{i3}) \beta)}, \]

which does not depend on \( \alpha_i \).

For the semiparametric case, where

\[ P(y_{it} = 1 \mid \alpha_i, x_i, y_{i0}, \ldots, y_{i(t-1)}) = F(x_{it} \beta + \gamma_1 y_{i,t-1} + \gamma_2 y_{i,t-2} + \alpha_i) \quad (t = 2, \ldots, T; T \geq 5) \]

and where \( y_{i0} \) and \( y_{i1} \) are given as above, it is easy to establish that for \( T = 5 \),

\[ \frac{\Pr(A \mid x_i, \alpha_i, x_{i3} = x_{i4} = x_{i5})}{\Pr(B \mid x_i, \alpha_i, x_{i3} = x_{i4} = x_{i5})} = \frac{F(x_{i2} \beta + \gamma_2 + \alpha_i)}{F(x_{i3} \beta + \alpha_i)} \cdot \frac{1 - F(x_{i3} \beta + \alpha_i)}{1 - F(x_{i2} \beta + \gamma_2 + \alpha_i)}. \]

---

5 As noted by Chamberlain, it is possible in the dynamic logit model with two lags of the dependent variable and without exogenous regressors to allow the coefficient of the first lag to be individual-varying. The same observation applies to the model considered in this section, in both the logistic and in the semiparametric case. We are grateful to one of the referees for pointing this out to us.
Thus,

\[ \text{sgn}(\Pr(A | x_i, \alpha_i, x_{i3} = x_{i4} = x_{i5}) - \Pr(B | x_i, \alpha_i, x_{i3} = x_{i4} = x_{i5})) = \text{sgn}((x_{i2} - x_{i3}) \beta + \gamma_2). \]

The analysis above suggests estimators of \( \beta \) and \( \gamma_2 \) analogous to (6) and (9) provided that \((x_{i3} - x_{i4}, x_{i4} - x_{i5})\) has support in a neighborhood of \((0, 0)\). It may be possible to generalize the preceding identification results for general \( T \) and for an arbitrary (but finite) number of included lags. Magnac (1997) provides such results for the dynamic logit model when no exogenous covariates are present.

### 4.3. Identification in Multinomial Logit Models

We next consider the case where the individual chooses among \( M \) alternatives. The model is

\[
\Pr(y_{i0} = m | x_i, \alpha_i) = p_{mi0}(x_i, \alpha_i)
\]

\[
\Pr(y_{it} = m | x_i, \alpha_i, y_{it-1} = j) = \frac{\exp(x_{mit} \beta_m + \alpha_{mi} + \gamma_{jm})}{\sum_{h=1}^{M} \exp(x_{mit} \beta_h + \alpha_{hi} + \gamma_{jh})}
\]

\((t = 1, \ldots, T; T \geq 3),\)

where \( \alpha_i \equiv \{\alpha_{mi}\}_{m=1}^{M} \) and \( x_i \equiv \{x_{mit}\}_{m=1}^{M} \) \(T\). The model above is obtained if we assume that the underlying errors in the well known random utility maximization framework are independent across alternatives and over time conditional on \((x_i, \alpha_i, y_{i0})\), and identically distributed according to the Type 1 extreme value distribution, and hence independent of \((x_i, \alpha_i, y_{i0})\). Note that we now model individual heterogeneity as depending also on the choice, i.e. each individual has a specific taste for each alternative, \( \alpha_{ji} \), where \( j \in \{1, \ldots, M\} \). Furthermore, the coefficient \( \gamma \) on the lagged endogenous variable is now allowed to depend upon both the past choice and the current choice, so that there are in total \( M^2 \) feedback parameters. Thus, \( \gamma_{jm} \) is the feedback effect when a choice of alternative \( j \) at \( t - 1 \) is followed by choice \( m \) at time \( t \), where \( j, m \in \{1, \ldots, M\} \).

For the model above, identification of \( \{\beta_m\}_{m=1}^{M} \) and \( \{\gamma_{jm}\}_{j,m=1}^{M} \) is based on sequences of choices where the individual switches between alternatives at least once during the periods 1 through \( T - 1 \). Out of all possible \( M^{T+1} \) sequences of choices among the \( M \) alternatives in the \( T + 1 \) periods, there are \((M^{T+1} - M^3)\) such sequences. However, similar to the dynamic multinomial logit model without time-varying exogenous regressors (see Magnac (1997)), only \((M^2 - (2M - 1))\) feedback parameters \( \gamma \) are identified.
Consider the events:

\[ A = \{ y_{i0} = d_0, \ldots, y_{it-1} = j, y_{it} = m, y_{it+1} = q, \ldots, y_{is-1} = p, y_{is} = l, y_{is+1} = r, \ldots, y_{iT} = d_T \} \]

and

\[ B = \{ y_{i0} = d_0, \ldots, y_{it-1} = j, y_{it} = l, y_{it+1} = q, \ldots, y_{is-1} = p, y_{is} = m, y_{is+1} = r, \ldots, y_{iT} = d_T \} \]

where \( 1 \leq t < s \leq T - 1 \), and \( j, m, q, l, r, d_0, d_T \in \{1, \ldots, M\} \) with \( m \neq l \). It is possible to verify that, if \( x_{mit+1} = x_{mis+1} \) for all \( m \in \{1, \ldots, M\} \), then

\[
\Pr(A | x_i, \alpha_i, A \cup B, \{ x_{mit+1} = x_{mis+1} \}_{m=1}^M)
\]

\[
= \frac{\exp\left((x_{mit} - x_{mis})\beta_m + (x_{lis} - x_{lit})\beta_l + (\gamma_{jm} + \gamma_{ml} + \gamma_{lr}) - (\gamma_{jl} + \gamma_{lm} + \gamma_{mr})\right)}{1 + \exp\left((x_{mit} - x_{mis})\beta_m + (x_{lis} - x_{lit})\beta_l + (\gamma_{jm} + \gamma_{ml} + \gamma_{lr}) - (\gamma_{jl} + \gamma_{lm} + \gamma_{mr})\right)}.
\]

if \( s - t = 1 \), whereas if \( s - t > 1 \), then

\[
\Pr(A | x_i, \alpha_i, A \cup B, \{ x_{mit+1} = x_{mis+1} \}_{m=1}^M)
\]

\[
= \frac{\exp\left((x_{mit} - x_{mis})\beta_m + (x_{lis} - x_{lit})\beta_l + (\gamma_{jm} + \gamma_{mq} + \gamma_{pl} + \gamma_{lr}) - (\gamma_{jl} + \gamma_{lq} + \gamma_{pm} + \gamma_{mr})\right)}{1 + \exp\left((x_{mit} - x_{mis})\beta_m + (x_{lis} - x_{lit})\beta_l + (\gamma_{jm} + \gamma_{mq} + \gamma_{pl} + \gamma_{lr}) - (\gamma_{jl} + \gamma_{lq} + \gamma_{pm} + \gamma_{mr})\right)}.
\]

Defining the binary variables \( y_{hil} = 1 \) if alternative \( h \in \{1, \ldots, M\} \) is chosen in period \( t \) and 0 otherwise, estimation may be based on maximization of

\[
\sum_{i=1}^{n} \sum_{1 \leq t < s \leq T - 1} \sum_{m \neq l} 1\{y_{mit} + y_{lis} = 1\} K\left(\frac{x_{it+1} - x_{is+1}}{\sigma_n}\right) \times 1\{s - t = 1\}
\]

\[
\times \ln\left(\frac{\exp(D_1)^{y_{mit}}}{1 + \exp(D_1)}\right)
\]

\[
+ \sum_{i=1}^{n} \sum_{1 \leq t < s \leq T - 1} \sum_{m \neq l} 1\{y_{mit} + y_{lis} = 1\} K\left(\frac{x_{it+1} - x_{is+1}}{\sigma_n}\right) \times 1\{s - t > 1\}
\]

\[
\times \ln\left(\frac{\exp(D_2)^{y_{mit}}}{1 + \exp(D_2)}\right)
\]
where  
\[ D_1 = (x_{mit} - x_{m1})b_m + (x_{lit} - x_{lit})b_l + g_{y_{i-1}, m} + g_{m, y_{i+1}} + g_{l, y_{i+1}} - g_{y_{i-1}, l} - g_{l, y_{i+1}} - g_{m, y_{i+1}} \]

and  
\[ D_2 = (x_{mit} - x_{m1})b_m + (x_{lit} - x_{lit})b_l + g_{y_{i-1}, m} + g_{m, y_{i+1}} + g_{y_{i-1}, l} + g_{l, y_{i+1}} - g_{y_{i-1}, m} - g_{m, y_{i+1}}. \]

In the objective function above, \( x_{it} = (x_{i1t}, \ldots, x_{Mi}) \) and the necessary \( 2M - 1 \) restrictions on the \( g \)'s have been imposed (for example, \( g_{j1} = g_{1j} = 0 \) for all \( j = 1, \ldots, M \)).

5. SOME MONTE CARLO EVIDENCE

In this section, we summarize the main results from a small Monte Carlo experiment designed to illustrate the finite sample properties of the estimators defined in Section 2. All the results presented in this section are based on 1000 replications of the model:

\[ y_{i0} = 1 \{ x_{it} \beta + \alpha_i + \varepsilon_{i0} \geq 0 \}, \]
\[ y_{it} = 1 \{ x_{it} \beta + \gamma y_{i-1} + \alpha_i + \varepsilon_{it} \geq 0 \} \quad (t = 1, \ldots, T - 1). \]

We consider several designs that differ on the length of the panel, the relative magnitudes of \( \beta \) and \( \gamma \), on the number of variables in \( x_{it} \) and on the data generating process for \( x_{it} \). In all designs, \( \varepsilon_{it} \) is i.i.d. logistically distributed over time. The benchmark design has \( T = 4, \gamma = 0.5, \beta = 1, \) and only one exogenous variable \( x_{it} \) which is i.i.d. over time with distribution \( N(0, \sigma^2/3) \). This makes the variance of \( x_{it} \beta \) equal to the variance of \( \varepsilon_{it} \). The fixed effect is generated as \( \alpha_i = (x_{i1} + x_{i2} + x_{i3})/4 \). Recall that the estimators proposed in Section 2 use only the observations for which \( y_{i1} \neq y_{i2} \). For this design, the “effective” sample size is reduced to about 37%. We consider sample sizes of 250, 500, 1000, 2000, and 4000.

We first focus on the finite sample performance of the estimator proposed for the logit case, which maximizes (6). Given that the distribution of the underlying errors is correctly specified, this estimator is consistent and asymptotically normal. To implement the estimator, one must choose a kernel as well as a bandwidth. All the results presented in this section use a normal kernel. This means that \( s \) in Theorem 2 is equal to 2. Since there is only one regressor in the benchmark design, the rate of convergence is maximized by setting \( \sigma_n = c \cdot n^{-1/5} \), for some constant \( c \). However, in this case the estimator is asymptotically biased (see the Remark following Theorem 2). In Table I, we present results for \( c = 1, 2, 4, 8, 16, 32, \) and 64. For each bandwidth and for each sample size, we present the mean bias and the root mean squared error (RMSE) of the estimator. Since these measures can be sensitive to outliers, we also present the median bias and the median absolute error (MAE) of the estimator. In what follows, we focus on these robust measures of bias and precision.
By the Remark following Theorem 2, the estimator converges at rate $n^{-2/5}$. The results in Table I suggest that for this design, the theoretical rate of convergence gives a fairly good approximation to the finite sample behavior of the estimator. For example, when we regress the logarithm of the median absolute error of $\hat{\gamma}_n$ on the logarithm of sample size (and allowing for bandwidth-specific intercept), we get a coefficient of $-0.47$, which is fairly close to
the predicted value of $-0.4$. If we exclude the samples of size 250, then the coefficient is $-0.41$.

When $\gamma = 0$ or $\beta = 0$, the estimator defined by minimization of (6) is consistent and root-\(n\) asymptotically normal if the bandwidth is fixed, i.e., does not shrink to 0. The reason for this is that, when $\gamma = 0$ or $\beta = 0$, the terms in (6) are the same terms that would enter into a correctly specified conditional likelihood function.\(^6\) It therefore seems likely that the small-sample performance of the estimator depends on the relative magnitudes of $\gamma$ and $\beta$. In particular, if $\gamma$ is small, one would expect the estimator to perform well even if the bandwidth is large. In order to investigate the sensitivity of our results to the value of $\gamma$, we consider designs with $\gamma$ equal to 0.25, 1.0, and 2.0. For these designs, the effect of the lagged dependent variable on the first order serial correlation of $y_{it}$ ranges from being smaller, to being greater than the effect of the permanent error component.\(^7\) The results for the alternative values of $\gamma$ are given in Tables II (to conserve space, we present only the results for $\sigma_i = 8 \cdot n^{-1/5}$). Our findings confirm that as $\gamma$ increases, the bias increases dramatically.\(^8\) Intuitively, we would expect that longer panels would dramatically improve the performance of the estimator for $\gamma$. Table II therefore also presents results for $T = 8$. Since the same bandwidth is used for the two sample sizes, it is not surprising that the bias is of approximately the same magnitude, but the median absolute errors do decrease dramatically. Interestingly, the gains seem to be about the same for both $\beta$ and $\hat{\gamma}$.

It is difficult to interpret Monte Carlo results like the ones presented here without a comparison to competing estimators. Because there is no other consistent (as $n \to \infty$) estimator for the dynamic panel data logit model considered here, we will compare our estimator to the maximum likelihood estimator that estimates all the fixed effects. This estimator is consistent as $T \to \infty$ with $n$ fixed, which suggests that its behavior will depend crucially on the number of time periods. We therefore report results for $T = 4$, 8, and 16 (to conserve space, we consider only $n = 250$). As this estimator will be inconsistent (as $n \to \infty$) but converge at rate $n^{-1/2}$ to its probability limit, we expect this estimator to have larger bias but less variability than the estimator proposed here. Columns three through six of Table III give the results for this estimator.

\(^6\) This observation also suggests that it is possible to test for true state dependence by considering (6) with a fixed bandwidth. Investigation of such a test, which would be in the same spirit as the test proposed by Heckman (1978), is left for future research.

\(^7\) Specifically, if there is no fixed effect and no exogenous explanatory variables in the model, then the first order serial correlation of $y_{it}$, due entirely to the presence of the lagged dependent variable, is approximately 0.06, 0.12, 0.23, and 0.41, for $\gamma$ equal to 0.25, 0.5, 1.0, and 2.0, respectively. If only the fixed effect is present in the model, then the first order serial correlation is 0.15. Including the term $x_{it}\beta$, and when there are no individual effects, the corresponding calculations yield first order serial correlation of 0.04, 0.07, 0.15, and 0.29 for the four values of $\gamma$. In the absence of the lagged dependent variable, and with the inclusion of the exogenous variable, the first order serial correlation resulting from the fixed effect is 0.16.

\(^8\) In simulations not reported here, we found that this is especially true for large bandwidths. This suggests that it might be important to let the bandwidth be data-dependent.
### TABLE II
BENCHMARK DESIGN WITH DIFFERENT VALUES OF $\gamma$

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\gamma$</th>
<th>$n$</th>
<th>Results for $\hat{\beta}_{1}$</th>
<th>Results for $\hat{\gamma}_{1}$</th>
<th>Results for $\hat{\beta}_{2}$</th>
<th>Results for $\hat{\gamma}_{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bias MAE</td>
<td>Bias MAE</td>
<td>Bias MAE</td>
<td>Bias MAE</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>250</td>
<td>0.060 0.155</td>
<td>0.027 0.354</td>
<td>0.010 0.049</td>
<td>0.026 0.124</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.029 0.106</td>
<td>0.033 0.239</td>
<td>0.005 0.038</td>
<td>0.025 0.081</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.028 0.082</td>
<td>0.019 0.174</td>
<td>0.007 0.027</td>
<td>0.019 0.062</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>0.018 0.060</td>
<td>0.027 0.133</td>
<td>0.004 0.020</td>
<td>0.018 0.045</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4000</td>
<td>0.008 0.039</td>
<td>0.011 0.091</td>
<td>0.003 0.015</td>
<td>0.018 0.034</td>
</tr>
<tr>
<td>8</td>
<td>0.25</td>
<td>250</td>
<td>0.076 0.154</td>
<td>0.039 0.403</td>
<td>0.014 0.050</td>
<td>0.053 0.131</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.044 0.113</td>
<td>0.052 0.256</td>
<td>0.007 0.037</td>
<td>0.054 0.098</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.038 0.086</td>
<td>0.035 0.178</td>
<td>0.009 0.027</td>
<td>0.041 0.075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>0.028 0.063</td>
<td>0.042 0.143</td>
<td>0.007 0.020</td>
<td>0.036 0.051</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4000</td>
<td>0.019 0.044</td>
<td>0.035 0.102</td>
<td>0.005 0.015</td>
<td>0.033 0.039</td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>250</td>
<td>0.121 0.187</td>
<td>0.028 0.454</td>
<td>0.021 0.054</td>
<td>0.095 0.152</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.076 0.126</td>
<td>0.072 0.312</td>
<td>0.014 0.041</td>
<td>0.092 0.113</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.062 0.095</td>
<td>0.085 0.225</td>
<td>0.012 0.029</td>
<td>0.080 0.098</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>0.045 0.072</td>
<td>0.075 0.167</td>
<td>0.010 0.021</td>
<td>0.074 0.077</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4000</td>
<td>0.036 0.051</td>
<td>0.058 0.119</td>
<td>0.007 0.016</td>
<td>0.064 0.065</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>250</td>
<td>0.196 0.251</td>
<td>0.056 0.620</td>
<td>0.016 0.064</td>
<td>0.195 0.227</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>0.139 0.181</td>
<td>0.117 0.417</td>
<td>0.014 0.044</td>
<td>0.179 0.197</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>0.113 0.136</td>
<td>0.148 0.321</td>
<td>0.016 0.034</td>
<td>0.160 0.164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>0.087 0.102</td>
<td>0.142 0.241</td>
<td>0.009 0.023</td>
<td>0.133 0.134</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4000</td>
<td>0.063 0.074</td>
<td>0.118 0.163</td>
<td>0.006 0.017</td>
<td>0.116 0.116</td>
</tr>
</tbody>
</table>

### TABLE III
ALTERNATIVE ESTIMATORS FOR BENCHMARK DESIGN ($n = 250$)

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$T$</th>
<th>Bias MAE</th>
<th>Bias MAE</th>
<th>Bias MAE</th>
<th>Bias MAE</th>
<th>Bias MAE</th>
<th>Bias MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>4</td>
<td>0.796 0.796</td>
<td>2.663 2.663</td>
<td>0.066 0.161</td>
<td>0.022 0.341</td>
<td>0.008 0.060</td>
<td>0.006 0.099</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.263 0.263</td>
<td>0.760 0.760</td>
<td>0.011 0.051</td>
<td>0.024 0.131</td>
<td>0.005 0.036</td>
<td>0.003 0.065</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.010 0.010</td>
<td>0.307 0.307</td>
<td>0.003 0.028</td>
<td>0.022 0.067</td>
<td>0.001 0.024</td>
<td>0.003 0.041</td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>0.787 0.787</td>
<td>2.577 2.577</td>
<td>0.086 0.170</td>
<td>0.039 0.360</td>
<td>0.009 0.058</td>
<td>0.006 0.100</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.257 0.257</td>
<td>0.745 0.745</td>
<td>0.014 0.050</td>
<td>0.053 0.131</td>
<td>0.003 0.035</td>
<td>0.005 0.062</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.101 0.101</td>
<td>0.298 0.298</td>
<td>0.005 0.029</td>
<td>0.053 0.074</td>
<td>0.003 0.024</td>
<td>0.000 0.040</td>
</tr>
<tr>
<td>1.0</td>
<td>4</td>
<td>0.772 0.772</td>
<td>2.355 2.355</td>
<td>0.107 0.191</td>
<td>0.057 0.402</td>
<td>0.001 0.006</td>
<td>0.011 0.101</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.259 0.259</td>
<td>0.700 0.700</td>
<td>0.021 0.054</td>
<td>0.093 0.152</td>
<td>0.001 0.036</td>
<td>0.000 0.062</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.104 0.104</td>
<td>0.291 0.291</td>
<td>0.005 0.028</td>
<td>0.105 0.109</td>
<td>0.003 0.024</td>
<td>0.003 0.040</td>
</tr>
<tr>
<td>2.0</td>
<td>4</td>
<td>0.740 0.740</td>
<td>2.054 2.054</td>
<td>0.195 0.260</td>
<td>0.074 0.579</td>
<td>0.003 0.068</td>
<td>0.005 0.120</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.268 0.268</td>
<td>0.636 0.636</td>
<td>0.018 0.062</td>
<td>0.190 0.222</td>
<td>0.006 0.039</td>
<td>0.008 0.079</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.109 0.109</td>
<td>0.289 0.289</td>
<td>0.003 0.034</td>
<td>0.200 0.201</td>
<td>0.001 0.028</td>
<td>0.004 0.051</td>
</tr>
</tbody>
</table>
for the four values of $\gamma$ considered earlier, whereas the results for the estimator proposed in this paper (with $\sigma_n = 8 \cdot n^{-1/5}$) are presented in columns seven through ten. The most striking feature of these results is that the maximum likelihood estimator that estimates all the fixed effects is inferior in terms of median absolute error to the estimator proposed here for all the values of $\gamma$ and $T$, although the results for $\hat{\gamma}$ are close when $\gamma = 2$ and $T = 16$.

It is not too surprising that our estimator performs better than an estimator that is inconsistent. We therefore also compare the estimator to the infeasible maximum likelihood estimator that uses the fixed effect as one of the explanatory variables (treating its coefficient as an unknown parameter to be estimated). As expected, this estimator performs better than the one proposed here, with the relative performance of our estimator being worse when $\gamma$ is larger and when $T$ is smaller.

It is well understood that the design of the regressors in Monte Carlo studies may have a large effect on the results. For example, normally distributed regressors often make estimators look better than they are for other distributions of the regressors. In order to investigate this issue, we modify the benchmark design by changing the distribution of $x_{it}$ to a $\chi^2(1)$ random variable, normalized to have the same mean and variance as the regressor in the benchmark design (see the upper left hand corner of Table IV). The results are quite similar to those presented in Table I. To conserve space, we present only the results for $\sigma_n = 8 \cdot n^{-1/5}$.

Another problem with the choice of design is that the rate of convergence of the proposed estimators decreases as the number of regressors increases. In order to obtain information about the finite sample behavior of the estimator when there are more explanatory variables, we add three regressors to the benchmark design. All three are generated as $N(0, \pi^2/3)$.
independently of each other and of all the other variables. The true values of the coefficients on the additional regressors are all zero, i.e. \( \beta_2 = \beta_3 = \beta_4 = 0 \), so the data-generating process is the same as for the benchmark case and the only difference is that three additional regressors are used in the estimation. The results from this experiment are given in the upper right-hand corner of Table IV. To conserve space we report only the results for \( \beta_1 \) and for \( \gamma \) and for one of the bandwidth sequences (note that the rate at which the bandwidths decrease is slower as a result of the additional regressors). The results suggest that the cost of adding the additional parameters is not high in terms of the median absolute error of the estimator of the two original parameters, \( \beta_1 \) and \( \gamma \).

Since \( \gamma \) is essentially identified from the time series behavior of \( y_{it} \), one might worry that the i.i.d. design of the regressors biases the results in favor of our estimator. To investigate this, we change the benchmark design to allow for serial correlation and a time trend in \( x \). Specifically we generate \( x_{it} \) as

\[
x_{it} = c \cdot (\xi_{it} + a + 0.1 \cdot t)
\]

where \( \xi_{it} \) is an AR(1) with standard normal innovations and autoregressive coefficient equal to 0.5. We choose \( a \) so that \( a + 0.1 \cdot t \) averages 0 over the sample, and \( c \) is chosen so that the variance of the marginal distribution of \( x_{it} \) is the same as in the benchmark design. This design was chosen because it is very close to that used in Heckman (1981b). The fixed effect is constructed as the average of the first four realizations of \( c \cdot \xi_{it} \). The results of this experiment for \( T = 4 \) and \( T = 8 \) are given in the lower part of Table IV. A comparison between the results in Table IV and the corresponding results in Table II suggests that the i.i.d. property of the explanatory variable in the benchmark design is favorable to the estimator proposed here, although the difference is surprisingly small. As one might expect, the difference is more pronounced when \( T \) is larger, presumably because the time trend in the regression is more important with many time periods.

The asymptotic normality of the estimator may be used to conduct asymptotically valid inference. To investigate how well the asymptotic results approximate the finite sample properties of the resulting confidence intervals, we calculate 80\% and 95\% confidence intervals for each of the two parameters of the benchmark design. In Table V, we present the percentage of times that these confidence intervals cover the true parameter values. The results suggest that for the benchmark design, the asymptotics provide a fairly good approximation of the finite sample distribution of the estimator (and the estimator of its variance), although it seems that the confidence intervals have coverage probabilities that are slightly smaller than the asymptotic theory would predict. This is consistent with the fact that the confidence intervals are not centered correctly (due to the asymptotic bias). We expect this problem to be more severe if \( \gamma \) is big, and the sample size and bandwidth are both large, because in this case the bias will be more important relative to the variance of the estimator. Indeed, in
TABLE V

**Coverage Probabilities of CI's for Benchmark Design**

<table>
<thead>
<tr>
<th>$\sigma_n$ = $2 \cdot n^{-1/5}$</th>
<th>$n$</th>
<th>95% CI</th>
<th>80% CI</th>
<th>95% CI</th>
<th>80% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>250</td>
<td>0.911</td>
<td>0.720</td>
<td>0.874</td>
<td>0.679</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.911</td>
<td>0.749</td>
<td>0.927</td>
<td>0.772</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.929</td>
<td>0.754</td>
<td>0.937</td>
<td>0.773</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.934</td>
<td>0.778</td>
<td>0.949</td>
<td>0.794</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>0.956</td>
<td>0.809</td>
<td>0.940</td>
<td>0.774</td>
</tr>
<tr>
<td>$\sigma_n$ = $8 \cdot n^{-1/5}$</td>
<td>250</td>
<td>0.943</td>
<td>0.786</td>
<td>0.926</td>
<td>0.751</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.933</td>
<td>0.776</td>
<td>0.952</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.944</td>
<td>0.765</td>
<td>0.944</td>
<td>0.784</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.945</td>
<td>0.790</td>
<td>0.939</td>
<td>0.784</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>0.941</td>
<td>0.788</td>
<td>0.938</td>
<td>0.785</td>
</tr>
<tr>
<td>$\sigma_n$ = $32 \cdot n^{-1/5}$</td>
<td>250</td>
<td>0.949</td>
<td>0.766</td>
<td>0.935</td>
<td>0.759</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.941</td>
<td>0.763</td>
<td>0.948</td>
<td>0.802</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.934</td>
<td>0.753</td>
<td>0.941</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.928</td>
<td>0.753</td>
<td>0.923</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>0.900</td>
<td>0.695</td>
<td>0.900</td>
<td>0.721</td>
</tr>
</tbody>
</table>

additional experiments (not reported in Table V), we found that, with 4000 observations, $\gamma = 1$, and $\sigma_n = 64 \cdot n^{-1/5}$, the coverage probabilities for the 80% and 95% confidence intervals were approximately 47% and 74% for $\beta$ and 57% and 80% for $\gamma$, respectively.

We finally turn to examine the small sample properties of the maximum score estimator obtained by maximizing (9). In Table VI, we present the results for the benchmark design. Because the assumptions maintained for the maximum score estimator do not identify the scale of the parameter vector, we consider $\gamma/\beta$ as the parameter of interest. A priori, we expect the maximum score estimator to perform worse than the estimator that imposes the logit assumption. We also expect the rate of convergence to be slower than that of the logit estimator, because, for the panel data binary response model with only exogenous regressors, the maximum score estimator is known to converge at rate $n^{-1/3}$, as opposed to the $n^{-1/2}$ rate of convergence of the logit maximum likelihood estimator. The results in Table VI confirm this. The median absolute error of the maximum score estimator is larger than that of the logit estimator in all cases, and the relative difference is larger for larger sample sizes.

---

9 The objective function for the maximum score estimator is not differentiable, and is therefore potentially difficult to maximize. We calculate the estimator by performing a grid search over 600 equally spaced points on the unit circle. If more than one point achieves the maximum value of the objective function, then the estimate is calculated as the average value of those different point estimates of $\gamma/\beta$. 
TABLE VI
MAXIMUM SCORE ESTIMATION FOR BENCHMARK DESIGN

<table>
<thead>
<tr>
<th>$\sigma_n$</th>
<th>$n$</th>
<th>$\hat{\beta}_n/\hat{\gamma}_n$ (MS)</th>
<th>$\hat{\beta}_n/\hat{\gamma}_n$ (Logit)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>MAE</td>
<td>Bias</td>
</tr>
<tr>
<td>$2 \cdot n^{-1/5}$</td>
<td>250</td>
<td>-0.059</td>
<td>0.674</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>-0.138</td>
<td>0.593</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>-0.044</td>
<td>0.483</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>-0.015</td>
<td>0.421</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>-0.022</td>
<td>0.330</td>
</tr>
<tr>
<td>$8 \cdot n^{-1/5}$</td>
<td>250</td>
<td>-0.126</td>
<td>0.539</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>-0.113</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>-0.066</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>-0.072</td>
<td>0.303</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>-0.054</td>
<td>0.212</td>
</tr>
<tr>
<td>$32 \cdot n^{-1/5}$</td>
<td>250</td>
<td>-0.125</td>
<td>0.525</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>-0.109</td>
<td>0.431</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>-0.084</td>
<td>0.339</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>-0.109</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>4000</td>
<td>-0.103</td>
<td>0.214</td>
</tr>
</tbody>
</table>

6. CONCLUDING REMARKS

In this paper, we consider discrete choice models that allow for both unobserved individual heterogeneity (Heckman’s “spurious” state dependence) and “true” state dependence. We show that it is possible to identify such models within the logit framework, and we propose an estimator that is consistent and asymptotically normal, although the rate of convergence is slower than the usual inverse of the square root of the sample size. The results of a small Monte Carlo study suggest that the estimator performs well (for the very simple designs considered), and that the asymptotics provide a reasonable approximation to the finite sample behavior of the estimator. The paper also proposes an estimator of the semiparametric version of the model. That estimator, which is an adaptation of Manski’s maximum score estimator, is consistent, but we do not derive its asymptotic distribution. In future research, we plan to investigate whether it is possible to obtain an asymptotically normal distribution (under a stronger set of regularity conditions), by applying Horowitz’s (1992) approach to smooth the objective function (9) above. This suggests estimating $\beta$ and $\gamma$ by maximizing

$$\sum_{i=1}^{n} K\left(\frac{x_{i2} - x_{i3}}{\sigma_n}\right)(y_{i2} - y_{i1})L\left(\frac{(x_{i2} - x_{i1})b + g(y_{i3} - y_{i0})}{h_n}\right),$$

where $L$ is a kernel function that satisfies: $L(\nu) \frac{\nu}{\nu} \rightarrow 0 \text{ and } L(\nu) \frac{\nu}{\nu} \rightarrow 1$, and $h_n$ is another bandwidth sequence that tends to 0 as $n$ increases.
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APPENDIX

Logit Case

The ideas behind the proofs of Theorems 1 and 2 are very closely related to those underlying local likelihood estimation (Staniswalis (1989), and Tibshirani and Hastie (1987)) and robust regression function estimation (Harville (1984), Robinson (1984), and Harville and Tsybakov (1988)). The difference is that the object of interest here is a finite dimensional vector, whereas in those papers it is an unknown function.

**PROOF OF THEOREM 1:** After re-scaling by $1/n \sigma_n^k$, the objective function (6), can be written as:

$$Q_n(\theta) = \frac{1}{n \sigma_n^k} \sum_i K \left( \frac{x_{23i}}{\sigma_n} \right) h_i(\theta).$$

To show consistency of the maximizer of $Q_n(\theta)$, we will use Theorem 4.1.1 in Amemiya (1985). The theorem requires that the following conditions hold: (A1) $\Theta$ is compact, (A2) $Q_n(\theta)$ is continuous in $\theta \in \Theta$, (A3) $Q_n(\theta)$ is measurable for all $\theta \in \Theta$, (A4) $Q_n(\theta)$ converges to a nonstochastic function $Q(\theta)$ in probability uniformly in $\theta \in \Theta$ and (A5) $Q(\theta)$ is uniquely maximized at $\theta_0$.

Notice that (A1) is satisfied by Assumption C2, while (A2) and (A3) are trivially satisfied. To verify (A4) we will use Lemma 2.9 in Newey and McFadden (1994), which requires that $\Theta$ be compact (satisfied by Assumption C2), that $Q_n(\theta)$ converge to $Q(\theta)$ in probability for all $\theta$, where $Q(\theta)$ is continuous in $\theta$, and that there exist $\alpha > 0$ and $Z_n = O_p(1)$ such that for all $\theta, \tilde{\theta} \in \Theta$, $|Q_n(\theta) - Q_n(\tilde{\theta})| \leq Z_n |\theta - \tilde{\theta}|^\alpha$.

Note that by standard arguments (bounded convergence) and under our assumptions,

$$E[Q_n(\theta)] = E \left[ \frac{1}{n \sigma_n^k} \sum_i K \left( \frac{x_{23i}}{\sigma_n} \right) h(\theta) \right] \to f(0) E[h(\theta) | x_{23} = 0] = Q(\theta)$$

and

$$\text{Var}[Q_n(\theta)] = O \left( \frac{1}{n \sigma_n^k} \right) = o(1),$$

which by Chebyshev's theorem imply that $Q_n(\theta) \to Q(\theta)$ for all $\theta \in \Theta$. Continuity of $Q(\theta)$ may be easily established by dominated convergence arguments using the fact that $|h(\theta)| \leq 2 + 2|z||\theta|$, and that under our assumption $E[|z||x_{23}|] < \infty$. Next, note that by the multivariate mean value theorem and by the triangular inequality,

$$|Q_n(\theta) - Q_n(\tilde{\theta})| \leq \|\theta - \tilde{\theta}\| \frac{1}{n \sigma_n^k} \sum_i \left| K \left( \frac{x_{23i}}{\sigma_n} \right) \right| \|h_i^{(1)}(\theta^*)\|$$

$$\leq 2 \|\theta - \tilde{\theta}\| \frac{1}{n \sigma_n^k} \sum_i \left| K \left( \frac{x_{23i}}{\sigma_n} \right) \right| \|z_i\|$$

where $\theta^*$ lies between $\theta$ and $\tilde{\theta}$, and where the second inequality follows from the fact that

$$\|h_i^{(1)}(\theta^*)\| \leq \left( 1 + \frac{\exp(z\theta)}{1 + \exp(z\theta)} \right) \|z_i\| \leq 2 \|z_i\|.$$
and $g$, and

$$Q(b, g) = f(0)E[h(b, g) | x_{23} = 0]$$

$$= f(0)E[P(y_1 \neq y_2 | x_{23} = 0, y_0, y_3)$$

$$\times E[h(b, g) | x_{23} = 0, y_0, y_3, y_1 \neq y_2] | x_{23} = 0]$$

where

$$h(b, g) = \ln \left( \frac{\exp(x_{12}b + y_{03}g)}{1 + \exp(x_{12}b + y_{03}g)} \right).$$

The logit assumption implies that $P(y_1 \neq y_2 | x_{23} = 0, y_0, y_3) > 0$. Next note that conditional on $(x_{23} = 0, y_0, y_3, y_1 \neq y_2), h(b, g)$ is the log-likelihood of a logit model with explanatory variables $x_{12}$ and $y_{03}$. If $y_3 = y_0$, then $E[h(b, g) | x_{23} = 0, y_0, y_3, y_1 \neq y_2]$ does not depend on $g$, but as a function of $b$, it is uniquely maximized at $b = \beta$ provided that $x_{12}$ is not contained in a proper linear subspace of $\mathbb{R}^k$ with probability 1, conditional on $(x_{23} = 0, y_0, y_3, y_1 \neq y_2)$. Indeed, this follows from standard proofs of consistency of the maximum likelihood estimator of a logit model. By the maintained logit assumption, this “full-rank” condition follows from (C6). If $y_3 \neq y_0$, then $E[h(b, g) | x_{23} = 0, y_0, y_3, y_1 \neq y_2]$ depends on both $g$ and $b$, and it is uniquely maximized at $b = \beta$ and $g = \gamma$ provided that $(x_{12}, y_{03})$ is not contained in a proper linear subspace of $\mathbb{R}^{k+1}$ with probability 1 conditional on $(x_{23} = 0, y_0, y_3, y_1 \neq y_2)$. Again, the latter will be true by the logit assumption under assumption (C6). This implies that $Q(b, g)$ is uniquely maximized at $b = \beta$ and $g = \gamma$.

**Proof of Theorem 2:** The asymptotic normality of the proposed estimator is derived in a standard way. Since the objective function is differentiable, $\theta_0 \in \text{Int}(\Theta)$, and $\hat{\theta}_n$ is a consistent estimator of $\theta_0$, then for $n$ large enough the estimator satisfies the first order conditions:

$$\frac{1}{\sqrt{n} \sigma_n^k} \sum_i K \left( \frac{x_{123}}{\sigma_n} \right) h_i^{(1)}(\hat{\theta}_n) = 0.$$

An expansion of these around $\theta_0$ yields

$$0 = \frac{1}{\sqrt{n} \sigma_n^k} \sum_i \left( K \left( \frac{x_{123}}{\sigma_n} \right) h_i^{(1)}(\theta_0) - E \left[ K \left( \frac{x_{123}}{\sigma_n} \right) h_i^{(1)}(\theta_0) \right] \right)$$

$$+ \sqrt{n} \sigma_n^k \frac{1}{n \sigma_n^k} \sum_i E \left[ K \left( \frac{x_{123}}{\sigma_n} \right) h_i^{(1)}(\theta_0) \right]$$

$$+ \frac{1}{n \sigma_n^k} \sum_i K \left( \frac{x_{123}}{\sigma_n} \right) h_i^{(2)}(\theta^*_n) \cdot \sqrt{n} \sigma_n^k (\hat{\theta}_n - \theta_0)$$

$$= Z_n(\theta_0) + \sqrt{n} \sigma_n^k E[B_n(\theta_0)] - J_n(\theta^*_n) \cdot \sqrt{n} \sigma_n^k (\hat{\theta}_n - \theta_0)$$

where $\theta^*_n$ (which may be different for different rows of $J_n(\cdot)$) lies between $\hat{\theta}_n$ and $\theta_0$ and therefore converges in probability to $\theta_0$. The asymptotic normality of $\sqrt{n} \sigma_n^k (\hat{\theta}_n - \theta_0)$ will follow from $Z_n(\theta_0) \xrightarrow{d} N(0, V)$, $\sqrt{n} \sigma_n^k E[B_n(\theta_0)] \to 0$, and $J_n(\theta) \xrightarrow{P} J(\theta)$ uniformly in $\theta \in \Theta$ where $J(\theta)$ is a non-stochastic function that is continuous in $\theta_0$. This last result will imply (by Theorem 4.1.5 in Amemiya (1985)) that $J_n(\theta^*_n) \xrightarrow{P} J(\theta_0) = J$. 


We will first show that \( Z_n(\theta_0) \xrightarrow{d} N(0, V) \).

Let \( c \) be a \((k + 1) \times 1\) vector of finite constants such that \( c'c = 1 \). To show the claim it suffices to show that \( c'Z_n(\theta_0) \xrightarrow{d} N(0, c'Vc) \). Write

\[
c'Z_n(\theta_0) = \frac{1}{\sqrt{n} \sigma_n^k} \sum_i c'(q_i^{(1)}(\theta_0) - E[q_i^{(1)}(\theta_0)]) = \frac{1}{\sqrt{n}} \sum_i \xi_{in},
\]

where \( \{\xi_{in}\}_{i=1}^n \) is an independent sequence of scalar random variables. We will verify that \( \{\xi_{in}\}_{i=1}^n \) satisfies the conditions of the Lyapunov CLT for double arrays (see Theorem 7.1.2 in Chung (1974) and comment on page 209). We need \( E[\xi_{in}] = 0, \text{var}[\xi_{in}] < \infty, V = \lim_{n \to \infty} \text{var}[\xi_{in}] < \infty, \text{ and } \sum_{i=1}^n E[|\xi_{in}/\sqrt{n}|^{2+\delta}] \to 0 \) for some \( \delta \in (0,1) \). Indeed,

\[
E[\xi_{in}] &= c'E \left[ \frac{1}{\sqrt{\sigma_n^k}} q_i^{(1)}(\theta_0) - E \left[ \frac{1}{\sqrt{\sigma_n^k}} q_i^{(1)}(\theta_0) \right] \right] = 0,
\]
\[
\text{var}[\xi_{in}] &= c'E[\xi_{in} \xi_{in}']c = c'E \left[ \frac{1}{\sigma_n^k} q_i^{(1)}(\theta_0) q_i^{(1)}(\theta_0)' \right] c - \frac{1}{\sigma_n^k} c'E[q_i^{(1)}(\theta_0)]E[q_i^{(1)}(\theta_0)]'c.
\]

Note that under our assumptions (see Assumptions (N5) and (C7)) both terms of \( \text{var}[\xi_{in}] \) are finite. Now, for the first term of the variance, bounded convergence yields

\[
E \left[ \frac{1}{\sigma_n^k} q_i^{(1)}(\theta_0) q_i^{(1)}(\theta_0)' \right] = E \left[ \frac{1}{\sigma_n^k} K \left( \frac{x_{23}}{\sigma_n} \right)^2 E[h^{(1)}(\theta_0) h^{(1)}(\theta_0)' | x_{23}] \right] = f(0) E[h^{(1)}(\theta_0) h^{(1)}(\theta_0)' | x_{23} = 0] \int K(\nu)^2 \, d\nu
\]

since \( f(\cdot) \) and \( E[h^{(1)}(\theta_0) h^{(1)}(\theta_0)' | x_{23} = \cdot] \) are continuous in a neighborhood of zero (Assumptions (C3) and (N6)). The second component of \( \text{var}[\xi_{in}] \) goes to 0 since \( E[q_i^{(1)}(\theta_0)] = O(\sigma_n^k) \). Therefore,

\[
\lim_{n \to \infty} \text{var}[\xi_{in}] = c'E \left[ f(0) E[h^{(1)}(\theta_0) h^{(1)}(\theta_0)' | x_{23} = 0] \int K(\nu)^2 \, d\nu \right] c = c'Vc,
\]

which under our assumptions is bounded away from infinity. Finally, for any \( \delta \in (0,1) \),

\[
\sum_{i=1}^n E \left[ \left| \frac{\xi_{in}}{\sqrt{n}} \right|^{2+\delta} \right] \leq 2^{2+\delta} \left( \frac{1}{\sqrt{n} \sigma_n^k} \right)^\delta E \left[ \frac{1}{\sigma_n^k} K \left( \frac{x_{23}}{\sigma_n} \right)^2 \| h^{(1)}(\theta_0) \|^{2+\delta} \right] \]
\[
= 2^{2+\delta} \left( \frac{1}{\sqrt{n} \sigma_n^k} \right)^\delta \int |K(\nu)|^{2+\delta} E[\| h^{(1)}(\theta_0) \|^{2+\delta} | x_{23} = \nu|\sigma_n^k] f(\nu|\sigma_n^k) \, d\nu
\]
\[
\leq 2^{2+\delta} \left( \frac{1}{\sqrt{n} \sigma_n^k} \right)^\delta \int |K(\nu)|^{2+\delta} E[\| z \|^{2+\delta} | x_{23} = \nu|\sigma_n^k] f(\nu|\sigma_n^k) \, d\nu
\]
\[
= O \left( \frac{1}{\sqrt{n} \sigma_n^k} \right)^\delta = o(1),
\]
since \( |K(\nu)|^{2+\delta} d\nu \) is finite by the finiteness and absolute integrability of the kernel, and 
\( E[|z|^{2+\delta} | x_{23} = -1] f(\cdot) \) is bounded for all \( x_{23} \) under (C3) and (N5).

We will next show that \( \sqrt{n \sigma_n^k E[B_n(\theta)]} \to 0 \).

By Assumptions (N2) and (N3), \( E[h^{(1)}(\theta_0) | x_{23} = -1] f(\cdot) = \varphi(\cdot) \) is \( s \) times continuously differentiable. A Taylor expansion around \( x_{23} = 0 \) yields

\[
E[B_n, j(\theta_0)] = \int \frac{1}{\sigma_n} E[h^{(1)}(\theta_0) | x_{23}] f(x_{23}) K\left(\frac{x_{23}}{\sigma_n}\right) dx_{23} = \int \frac{1}{\sigma_n^s} \varphi_j(x_{23}) K\left(\frac{x_{23}}{\sigma_n}\right) dx_{23}
\]

for any \( j = 1, \ldots, k \), since \( \varphi(0) = f(0) = 0 = E[h^{(1)}(\theta_0) | x_{23} = 0] = f(0) \cdot 0 = 0 \) by the first order conditions of the limiting maximization problem, and \( K \) is an \( s \)th order kernel (Assumption N7). Here, \( c_n \) is a \((k \times 1)\) vector whose elements lie between 0 and \( \nu \sigma_n \). Now, under our assumptions \((1/s!) \varphi^{(s)}(c_n(\nu, \ldots, \nu) K(\nu) d\nu = O(1) \). Therefore, since \( \sqrt{n \sigma_n^k} \to 0 \), we obtain

\[
\sqrt{n \sigma_n^k E[B_n, j(\theta_0)]} = \sqrt{n \sigma_n^k} \frac{1}{s!} \int \varphi^{(s)}(c_n(\nu, \ldots, \nu) K(\nu) d\nu \to 0.
\]

Finally, we will show that \( \sup_{\theta \in \Theta} |J_n(\theta) - J(\theta)| = o_p(1) \) where \( J(\theta) = -f(0) \cdot E[h^{(2)}(\theta) | x_{23} = 0] \) is continuous at \( \theta_0 \).

First note that \( J(\theta) \) is continuous in \( \theta \) for all \( \theta \) (and hence at \( \theta_0 \)). This may be easily verified using dominated convergence arguments and the proof is omitted. To verify the uniform convergence, we will use Lemma 2.9 of Newey and McFadden (1994).

Note that by standard arguments (bounded convergence) and under our assumptions,

\[
E[J_n(\theta)] = -E\left[\frac{1}{\sigma_n^s} K\left(\frac{x_{23}}{\sigma_n}\right) h^{(2)}(\theta)\right] \to -f(0) \cdot E[h^{(2)}(\theta) | x_{23} = 0] = 0
\]

since \( f(\cdot) \) and \( E[h^{(2)}(\theta) | x_{23} = -1] \) are continuous in a neighborhood of zero, and for the \( j^{th} \) component of \( J_n(\theta) \),

\[
\text{var}[J_n(\theta)] \leq \frac{1}{n \sigma_n^k} E\left[\frac{1}{\sigma_n^k} K\left(\frac{x_{23}}{\sigma_n}\right)^2 h^{(2)}(\theta)\right] = O\left(\frac{1}{n \sigma_n^k}\right) = o(1)
\]

which by Chebyshev’s theorem imply that \( J_n(\theta) \to J(\theta) \) for all \( \theta \in \Theta \). Next, note that by the multivariate mean value theorem and by the triangular inequality,

\[
|J_n(\theta) - J_n(\hat{\theta})| \leq |\theta - \hat{\theta}| \cdot \frac{1}{n \sigma_n^k} \sum_i K\left(\frac{x_{23}}{\sigma_n}\right) \|h_i^{(3)}(\theta^*)\|
\]
where \( \theta^* \) lies between \( \theta \) and \( \tilde{\theta} \), and where the second inequality follows from the fact that

\[
\left| h_i^3(\theta^*) \right| \leq \left| \frac{\exp(z_i \theta^*)(1 - \exp(z_i \theta^*))}{(1 + \exp(z_i \theta^*))^3} \right| \leq \|z_i\|^3.
\]

Let \( Z_n = (1/n) \sum_i K(x_{i23}/\sigma_n) \|z_i\|^3 \). It is straightforward to show that \( E[Z_n] = O(1) \) and \( \text{var}[Z_n] \leq O(1/n) \), since by Assumption (N5) \( E[\|z\|^6 | x_{23} = \cdot] < \infty \), which imply that \( Z_n = O_P(1) \) as required.

**Proof of Theorem 3:** The proofs of the two parts of the theorem rely on the fact that, under the assumptions, \( \hat{\theta}_n \rightarrow \theta_0 \) and on the fact that the proposed estimators of the asymptotic variance components converge in probability uniformly in \( \theta \in \Theta \) to nonstochastic limit functions that are continuous at \( \theta_0 \). Uniform convergence in probability of \( J_n(\theta) \) to \( J(\theta) \) was established above. The proof that \( V_n(\theta) \) converges in probability to \( V(\theta) \) uniformly in \( \theta \in \Theta \) follows exactly the same arguments and it is omitted.

**Semiparametric Case**

The following result on uniform rates of convergence, adapted from Pollard (1995) to the multivariate case, will be useful (see also Theorem 37, Chapter 2 in Pollard (1984)). We will denote by \( P_n \) the empirical measure generated by independent sampling from a probability distribution \( P \). Following the empirical process literature, we will also use \( P \) to denote the expectation operator.

**Lemma 5 (Uniform Rates of Convergence):** Let \( \mathcal{F}_n \) be a subclass of a fixed Euclidean class of functions \( \mathcal{F} \) that has envelope \( F \). Suppose there exist constants \( \sigma_n \rightarrow 0 \) such that \( \sup_{\mathcal{F}_n} P_n | \chi | = O(\sigma_n^k) \). If \( F \) is constant and \( n \sigma_n^k / \ln n \rightarrow \infty \), then:

\[
\sup_{\mathcal{F}_n} |P_n \chi - P \chi| = O_P \left( \sqrt{\frac{\sigma_n^k \ln n}{n}} \right) = o_P(\sigma_n^k).
\]

Note that \( n \sigma_n^k / \ln n \rightarrow \infty \) implies that \( \ln n/n = o(\sigma_n^k) \). Hence, if \( a_n = O_P(\sqrt{(\sigma_n^k \ln n)}/n) \), then

\[
a_n = o_P(\sqrt{(\sigma_n^k)^2}) = o_P(\sigma_n^k).
\]

Define

\[
Q_n(\theta) = \frac{1}{\sigma_n^k} \cdot \frac{1}{n} \sum_i K(x_{i23}/\sigma_n) h_i(\theta) = \frac{1}{\sigma_n^k} \cdot \frac{1}{n} \sum_i q_i(\theta) = \frac{1}{\sigma_n^k} P_n q
\]

where now \( h(\theta) = y_{21} \text{sgn}(z \theta) \) with \( z = (x_{21}, y_{30}) \). As we show below, \( Q_n(\theta) \) converges in probability uniformly in \( \theta \in \Theta \) to the nonstochastic function: \( Q(\theta) = f(0)E[h(\theta) | x_{23} = 0] \).

**Proof of Theorem 4:** Note that in the semiparametric case the objective function is no longer continuous in \( \theta \). To show consistency we will use Theorem 9.6.1 in Amemiya (1985), which requires that the following conditions hold: (A1) \( \Theta \) is a compact set, (A2) \( Q_n(\theta) \) is a measurable function for all \( \theta \in \Theta \), (A3) \( Q_n(\theta) \) converges in probability to a nonstochastic function \( Q(\theta) \) uniformly in \( \theta \in \Theta \), and (A4) \( Q(\theta) \) is continuous in \( \theta \) and is uniquely maximized at \( \theta_0 \).
The first condition is satisfied by construction of $\Theta$. Condition (A2) is trivially satisfied. For condition (A3) we need to verify that $\sup_{\theta \in \Theta} |Q_n(\theta) - Q(\theta)| = o_p(1)$, which follows from $\sup_{\theta \in \Theta} |Q_n(\theta) - EQ_n(\theta)| = o_p(1)$ and $\sup_{\theta \in \Theta} |EQ_n(\theta) - Q(\theta)| = o(1)$.

Note that $\sup_{\theta \in \Theta} |Q_n(\theta) - EQ_n(\theta)| = o_p(1) \Leftrightarrow \sup_{\mathcal{F}} |P_n q - P q| = o_p(\sigma_n^k)$ where

$$\mathcal{F} = \left\{ K \left( \frac{x_{23}}{\sigma_n} \right) h(\theta) : \theta \in \Theta \right\}$$

with $\sigma_n > 0$ and $\sigma_n \to 0$. $\mathcal{F}$ is a subclass of the fixed class $\mathcal{F} = \{ K(x_{23}/\sigma) h(\theta) : \theta \in \Theta, \sigma > 0 \} = \mathcal{F}_n \mathcal{F}_\theta$, with $\mathcal{F}_\theta = \{ K(x_{23}/\sigma) : \sigma > 0 \}$, which is Euclidean for the constant envelope $\sup |K|$ (see Lemma 22(ii) in Nolan and Pollard (1987)) and $\mathcal{F}_\theta = \{ h(\theta) = y_{21} \sgn(z \theta) : \theta \in \Theta \}$. Note that $h(\theta)$ is uniformly bounded by the constant envelope $F_\theta = 1$. Furthermore, it is easy to see that there is a partition of $\mathbb{R}$ into $k + 1$ intervals on each of which $h(\theta)$ is linear. This implies that $\mathcal{F}$ is Euclidean for the constant envelope $F = \sup |K|$ (see Example 2.11 in Pakes and Pollard (1989)). Next, note that

$$\sup_{\mathcal{F}} |P q| \leq \sup_{\mathcal{F}} \sigma_n^k \int |K(\nu)| |E[|y_{21} \sgn(z \nu)]||x_{23} = \nu \sigma_n| f(\nu \sigma_n) \, d\nu \leq \sup_{\mathcal{F}} \sigma_n^k \int |K(\nu)| f(\nu \sigma_n) \, d\nu = O(\sigma_n^k).$$

Applying Lemma 5 we obtain that

$$\sup_{\mathcal{F}} |P_n q - P q| = O_p \left( \sqrt{\frac{\sigma_n^2 \ln n}{n}} \right) = o_p(\sigma_n^k)$$

by Assumption (CS8).

We next show that $\sup_{\theta \in \Theta} |EQ_n(\theta) - Q(\theta)| = o(1)$. Let $\varphi(\cdot) \equiv E[h(\theta) \mid x_{23} = \cdot] f(\cdot)$. Notice that by Assumption (CS6) we can write:

$$\sup_{\theta \in \Theta} |EQ_n(\theta) - Q(\theta)| = \sup_{\theta \in \Theta} \left| E \left[ \frac{1}{\sigma_n^2} K \left( \frac{x_{23}}{\sigma_n} \right) h(\theta) \right] - f(0) E[h(\theta) \mid x_{23} = 0] \right|$$

$$= \sup_{\theta \in \Theta} \left| \frac{1}{\sigma_n^2} \int K \left( \frac{x_{23}}{\sigma_n} \right) \varphi(x_{23}) \, dx_{23} - \varphi(0) \right|$$

$$= \sup_{\theta \in \Theta} \left| \frac{1}{\sigma_n^2} \int K \left( \frac{x_{23}}{\sigma_n} \right) \left[ \varphi(0) + \varphi^{(1)}(x_{23}) x_{23} \right] \, dx_{23} - \varphi(0) \right|$$

$$= \sup_{\theta \in \Theta} \left| \varphi(0) \int K(\nu) \, d\nu + \sigma_n \int \nu K(\nu) \varphi^{(1)}(c_n) \, d\nu - \varphi(0) \right|$$

$$= \sup_{\theta \in \Theta} \left| \sigma_n \int \nu K(\nu) \varphi^{(1)}(c_n) \, d\nu \right|$$

$$\leq \sigma_n \int |\nu K(\nu)| \sup_{\theta \in \Theta} |\varphi^{(1)}(c_n)| \, d\nu = O(\sigma_n) = o(1)$$

and the desired result follows.

To show that the identification condition (A4) holds, we will follow Manski (1985, 1987). Let $Z_{\theta} = \{ z : \sgn(z \theta) \neq \sgn(z \theta_0) \}$
and

\[ R(\theta) = \int_{Z_0} dF_{z|x_23=0}. \]

Lemma 6 establishes that \( R(\theta) > 0 \) for all \( \theta \in \mathbb{R}^{k+1} \) such that \( \theta/\|\theta\| \neq \theta_0^* \). Lemma 7 uses this result to establish the desired result, namely that \( Q(\theta_0^*) > Q(\theta) \). We will assume throughout that all distributions that are conditional on the event that \( x_{23} = 0 \) are well defined.

**Lemma 6:** Let Assumptions (CS2)–(CS4) hold. Then \( R(\theta) > 0 \) for all \( \theta \in \mathbb{R}^{k+1} \) such that \( \theta/\|\theta\| \neq \theta_0^* \).

**Proof:** The claim follows from Lemma 2 of Manski (1985) provided that we can show that

(i) \( \Pr(x_{21, \epsilon} \in N | \bar{x}_{21}, y_0 = d_0, y_3 = d_3, x_{23} = 0) > 0 \) for any subset \( N \) of \( \mathbb{R} \), and

(ii) \( \Pr(\bar{x}_{21} + y_3 g = 0 | x_{23} = 0) < 1 \) for all \( (\bar{b}, g) \).

(i) Note that for any subset \( N \) of \( \mathbb{R} \):

\[
\Pr(x_{21, \epsilon} \in N | \bar{x}_{21}, y_0 = d_0, y_3 = d_3, x_{23} = 0) = \frac{\Pr(x_{21, \epsilon} \in N, y_0 = d_0, y_3 = d_3 | \bar{x}_{21}, x_{23} = 0)}{\Pr(y_0 = d_0, y_3 = d_3 | \bar{x}_{21}, x_{23} = 0)}
\]

\[
= \frac{\Pr(x_{21, \epsilon} \in N | \bar{x}_{21}, x_{23} = 0) \cdot \Pr(y_0 = d_0, y_3 = d_3 | x_{21, \epsilon} \in N, \bar{x}_{21}, x_{23} = 0)}{\Pr(y_0 = d_0, y_3 = d_3 | \bar{x}_{21}, x_{23} = 0)}
\]

By Assumption (CS3) \( x_{21, \epsilon} \) has positive density on \( \mathbb{R} \) for almost all \( \bar{x}_{21} \) and conditional on \( x_{23} = 0 \), so that \( \Pr(x_{21, \epsilon} \in N | \bar{x}_{21}, x_{23} = 0) > 0 \). Next, note that

\[
\int \Pr(y_0 = d_0, y_3 = d_3 | x, \alpha, x_{23} = 0) \, dF_{x, \alpha | x_{23}=0, \bar{x}_{21}, x_{21, \epsilon} \in N}
\]

where the integrand is strictly positive by Assumption (CS2), and from the fact that \( \Pr(y_0 = d_0 | x, \alpha, x_{23} = 0) \) will be always positive even if \( y_0 = 1 \) (or 0) with probability one conditional on \( (x, \alpha) \).

Hence, \( \Pr(y_0 = d_0, y_3 = d_3 | x_{21, \epsilon} \in N, \bar{x}_{21}, x_{23} = 0) > 0 \) and therefore \( \Pr(y_0 = d_0, y_3 = d_3 | \bar{x}_{21}, x_{23} = 0) > 0 \).
(ii) Note that for $g = 0$, $\Pr(\tilde{x}_{21} \tilde{b} + y_{30} \tilde{g} = 0 \mid x_{23} = 0) = \Pr(\tilde{x}_{21} \tilde{b} = 0 \mid x_{23} = 0) < 1$ by the full rank condition in Assumption (CS4). Now, for $g \neq 0$

$$\Pr(\tilde{x}_{21} \tilde{b} + y_{30} \tilde{g} = 0 \mid x_{23} = 0) = \int \Pr(y_{30} \tilde{g} = -\tilde{x}_{21} \tilde{b} \mid \tilde{x}_{21}, x_{23} = 0) \, dF_{\tilde{x}_{21} \mid x_{23} = 0}$$

$$= \int \sum_{d_0 \in \{0, 1\}} \Pr(y_{30} \tilde{g} = d_0 \tilde{g} - \tilde{x}_{21} \tilde{b} \mid y_0 = d_0, \tilde{x}_{21}, x_{23} = 0) \times \Pr(y_0 = d_0 \mid \tilde{x}_{21}, x_{23} = 0) \, dF_{\tilde{x}_{21} \mid x_{23} = 0}.$$

By Assumption (CS2), $\Pr(y_{30} \tilde{g} = d_0 \tilde{g} - \tilde{x}_{21} \tilde{b} \mid y_0 = d_0, \tilde{x}_{21}, x_{23} = 0) < 1$, and the desired result follows.

**Lemma 7:** Let Assumptions (CS2)-(CS5) hold. Then $Q(\theta^*_0) > Q(\theta)$ for all $\theta \in \Theta_{k+1}$ such that $\theta/\|\theta\| \neq \theta^*_0$.

**Proof:** For all $\theta \in \Theta_{k+1}$,

$$Q(\theta^*_0) - Q(\theta) = f(0) E[\gamma_{21}(\text{sgn}(z_{\theta_0}^*) - \text{sgn}(z_\theta)) \mid x_{23} = 0]$$

$$= 2f(0) \int_{Z_0} \text{sgn}(z_\theta) E[\gamma_2 - \gamma_1 \mid z, x_{23} = 0] \, dF_{z \mid x_{23} = 0}$$

$$= 2f(0) \int_{Z_0} \text{sgn}(z_\theta) E[\gamma_2 - \gamma_1 \mid x, \alpha, y_0 = d_0, y_3 = d_3, x_{23} = 0] \mid z, x_{23} = 0 \, dF_{z \mid x_{23} = 0}$$

$$= 2f(0) \int_{Z_0} \text{sgn}(z_\theta) E[\text{Pr}(y_1 = 0, y_2 = 1 \mid x, \alpha, y_0 = d_0, y_3 = d_3, x_{23} = 0) - \text{Pr}(y_1 = 1, y_2 = 0 \mid x, \alpha, y_0 = d_0, y_3 = d_3, x_{23} = 0)] \mid z, x_{23} = 0 \, dF_{z \mid x_{23} = 0}$$

$$= 2f(0) \int_{Z_0} \text{sgn}(z_\theta) E[\text{Pr}(A \mid x, \alpha, y_0 = d_0, y_3 = d_3, x_{23} = 0) - \text{Pr}(B \mid x, \alpha, x_{23} = 0)] \mid z, x_{23} = 0 \, dF_{z \mid x_{23} = 0}$$

As we have shown in Section 2, $\text{sgn} (\text{Pr}(A \mid x, \alpha, x_{23} = 0) - \text{Pr}(B \mid x, \alpha, x_{23} = 0)) = \text{sgn}(z_\theta)$, so that the integrand above is nonnegative, which implies that $\text{sgn}(z_\theta) E[\gamma_2 - \gamma_1 \mid z, x_{23} = 0] = |E[\gamma_2 - \gamma_1 \mid z, x_{23} = 0]|$. Therefore,

$$Q(\theta^*_0) - Q(\theta) = 2f(0) \int_{Z_0} |E[\gamma_2 - \gamma_1 \mid z, x_{23} = 0]| \, dF_{z \mid x_{23} = 0} \geq 0.$$

Now, $E[\gamma_2 - \gamma_1 \mid z, x_{23} = 0] \neq 0$ for almost all $z$ since $E[\gamma_2 - \gamma_1 \mid z, x_{23} = 0] = 0$ if and only if $\text{sgn}(z_\theta) = 0$, or equivalently $z_\theta = 0$, an event that has zero probability measure under our assumptions. It then follows from Lemma 6 and from Assumption (CS5) that $Q(\theta^*_0) - Q(\theta) > 0$ whenever $\theta/\|\theta\| \neq \theta^*_0$.

Finally, to show continuity of the limiting objective function with respect to $\theta$, we follow Lemma 5 of Manski (1985). From the proof of that Lemma, it is clear that we need to establish continuity of
terms of the form:

\[
\Pr(y_1 = d_1, y_2 = d_2, x_{21}, b) > -g(y_3 - y_0) - \tilde{x}_{21}b \mid x_{23} = 0)
\]

\[
= \sum_{d_0, d_3 \in \{0, 1\}} \Pr(y_1 = d_1, y_2 = d_2, x_{21}, b) > -g(d_3 - d_0) - \tilde{x}_{21}b \mid x_{23} = 0, y_0 = d_0, y_3 = d_3)
\]

\[
= \sum_{d_0, d_3 \in \{0, 1\}} \int \int_{\tilde{x}_{21}} \Pr(y_1 = d_1, y_2 = d_2 \mid x, x_{23} = 0, y_0 = d_0, y_3 = d_3)
\]

\[
\times f_{x_{21}, x_{23} = 0, y_0 = d_0, y_3 = d_3}dx_{21}
\]

\[
\times \Pr(y_0 = d_0, y_3 = d_3 \mid x_{23} = 0).
\]

Note that in order to establish continuity of the last expression above with respect to \( \theta = (\tilde{b}, g) \) it is sufficient that \( f_{x_{21}, x_{23} = 0, y_0 = d_0, y_3 = d_3}(x_{21}, \cdot) \) does not have any mass points. This will be true given our Assumption (CS3) on \( f_{x_{21}, x_{23} = 0, x_{21}} \).
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